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Language is used for doing things. (Clark, 1996,  
p. 3)

We are captivated by stories about the arcane power 
of language. Saying just the right words at just the right 
moment can help you find hidden treasures, mesmerize 
your enemies, defeat true evil, and unlock the mysteries 
of time. One popular trope involves using language to 
manipulate and control people. Consider George 
Orwell’s dystopian classic 1984. The totalitarian 

government of Oceania created a simplified form of 
English—“Newspeak”—to keep the population in 
check. By whittling down the meaning of words such 
as “freedom,” this language suppresses the inclination 
to entertain subversive thoughts, reducing a person’s 
will to resist. Other fictional worlds depict a vast array 
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Abstract
When we use language to communicate, we must choose what to say, what not to say, and how to say it. That is, we 
must decide how to frame the message. These linguistic choices matter: Framing a discussion one way or another can 
influence how people think, feel, and act in many important domains, including politics, health, business, journalism, 
law, and even conversations with loved ones. The ubiquity of framing effects raises several important questions 
relevant to the public interest: What makes certain messages so potent and others so ineffectual? Do framing effects 
pose a threat to our autonomy, or are they a rational response to variation in linguistic content? Can we learn to use 
language more effectively to promote policy reforms or other causes we believe in, or is this an overly idealistic goal? 
In this article, we address these questions by providing an integrative review of the psychology of framing. We begin 
with a brief history of the concept of framing and a survey of common framing effects. We then outline the cognitive, 
social-pragmatic, and emotional mechanisms underlying such effects. This discussion centers on the view that framing 
is a natural—and unavoidable—feature of human communication. From this perspective, framing effects reflect a 
sensible response to messages that communicate different information. In the second half of the article, we provide a 
taxonomy of linguistic framing techniques, describing various ways that the structure or content of a message can be 
altered to shape people’s mental models of what is being described. Some framing manipulations are subtle, involving 
a slight shift in grammar or wording. Others are more overt, involving wholesale changes to a message. Finally, we 
consider factors that moderate the impact of framing, gaps in the current empirical literature, and opportunities for 
future research. We conclude by offering general recommendations for effective framing and reflecting on the place 
of framing in society. Linguistic framing is powerful, but its effects are not inevitable—we can always reframe an issue 
to ourselves or other people.
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of coercive linguistic techniques, from magical spells 
(“Imperio! yelled Voldemort”) to hypnotic brainwashing 
(“You are getting very sleepy . . .”). A recent example 
comes from the 2013 sci-fi novel Lexicon by Max Barry. 
The story follows a shadowy organization whose mem-
bers, known as “Poets,” are masters of verbal persua-
sion. New recruits, screened for their intuitive charisma, 
learn a secret, ancient vocabulary that lets them control 
other people’s minds and manipulate their memories, 
thoughts, and behavior.

It is tempting to dismiss these stories as mere fantasy, 
but speculative fiction often mirrors real cultural anxiet-
ies. The focus on linguistic control in popular media 
may reflect a deeper concern—and fascination—with 
the force of language in our daily lives. We routinely 
use words to try to influence what other people are 
thinking, feeling, and doing. You may attempt to con-
vince a hesitant friend to attend a party (“You only live 
once!”) or persuade your spouse to forgive you for 
spending your savings on an unusable plot of land (“It’s 
an investment!”). Cable news pundits work to drum up 
support for their preferred politicians (“She’s a true 
patriot!”) and vilify their ideological opponents (“He’s 
a fascist!”). Think tanks, advertising companies, media 
corporations, and political campaigns spend billions 
each year to generate the perfect slogan, catchphrase, 
or headline to drive votes, clicks, and sales. And then 
there are the influencers, self-help gurus, and grifters 
whose livelihoods depend on robust verbal influence.

Amidst this endless barrage of linguistic messaging, 
it makes sense that we would be drawn to fantastical 
stories about the manipulative powers of language. The 
stakes are high, with financial and political fortunes on 
the line. And there is something enticing about the 
prospect of honing our own powers of verbal persua-
sion. Being more persuasive will surely solve our prob-
lems, right? If we learn to say the right things at the 
right times, won’t we achieve greater success in work 
and love? There is clearly a market for this belief. 
Bookshelves are lined with promises to unlock the 
secrets of linguistic influence, including titles such as 
Words That Work: It’s Not What You Say, It’s What People 
Hear by pollster Frank Luntz (2007) and Magic Words: 
What to Say to Get Your Way by marketing professor 
Jonah Berger (2023).

But are we really so easy to manipulate, like the 
denizens of Orwell’s Oceania, unconsciously pushed 
this way and that by the words and phrases we encoun-
ter in everyday life? Or are we somehow immune to 
the effects of language? Why are some messages so 
captivating or insidious and others so mundane or 
benign? Can we learn to use language more effectively 
to promote causes we believe in and achieve outcomes 
we seek, or is this overly idealistic? For decades, 

researchers have sought answers to these questions, 
which bear on a broad set of issues in the public inter-
est—the impact of partisan media and political rhetoric, 
the efficacy of environmental and health communica-
tion, and support for systemic policy reforms, among 
many others. Our goal in this article is to synthesize 
this literature, much of which is rooted in the core 
construct of framing.

When we use language to communicate with others, 
we must choose what to say, what not to say, and how 
we want to say it. That is, we must decide how to frame 
the message. Framing is an intrinsic feature of linguistic 
communication because every message must take one 
particular form and not another, and the same event or 
issue can always be described in many different ways. 
We can emphasize the positives or negatives (or both), 
the risks or sure bets (or both); we can use loaded or 
neutral language, concrete metaphors or abstract 
descriptions, active or passive voice; and we can com-
municate our own perspective and preferences, obscure 
our group identity, or tailor our message for each audi-
ence. These linguistic choices matter: Framing a discus-
sion one way or another can influence how people 
think, feel, and act in many important domains, includ-
ing politics, health, business, journalism, law, and even 
everyday conversations with loved ones. As a result, 
research on framing spans a wide range of fields, 
including sociology and anthropology (Bateson, 
1972/1987; Goffman, 1974), economics and political 
science (Chong & Druckman, 2007; de Bruijn, 2019; 
Farrow et al., 2018), linguistics (Lakoff, 2010; Matlock, 
2012), media studies and communication (Iyengar, 
1991; Lecheler & de Vreese 2019; Nabi, 2003), and psy-
chology and neuroscience (De Martino et  al., 2006; 
Flusberg et al., 2022; Tversky & Kahneman, 1981). The 
multidisciplinary study of framing effects examines 
when, how, and why different forms of language—
including differences in word choice, grammar, con-
creteness, and emphasis—affect how people respond 
to a message.

Sometimes framing involves glaring contrasts in mes-
sage content. This is apparent to anyone attuned to the 
ongoing culture war in the United States. The escalating 
conflict between “blue” and “red” America is unfolding 
as a series of linguistic battles in all forms of public 
discourse. Were the events of January 6, 2021, a violent 
insurrection or legitimate political discourse? Is legal 
access to abortion about the right to bodily autonomy 
and reproductive health care or about the state-spon-
sored murder of unborn children? Do companies have 
an obligation to serve everyone equally, or do they main-
tain the freedom to reject same-sex couples and other 
customers on the basis of religious liberty? The two 
sides have framed each issue differently to promote a 
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particular set of values and way of thinking and to 
shape public sentiment and voter turnout. Such heavy-
handed rhetoric may seem cynical and manipulative, 
but framing can also be useful and productive, helping 
us approach an issue from different perspectives and 
improve our reasoning (Bermúdez, 2020).

At other times, framing is more inconspicuous. For 
example, you may not have noticed that we used the 
language of war to describe both our modern predica-
ment (“endless barrage of linguistic messaging . . .”) and 
the divide between American liberals and conservatives 
(“The escalating conflict . . . a series of linguistic bat-
tles”). Among other psychological effects, war meta-
phors have been shown to heighten the sense of 
urgency surrounding an issue (Flusberg et  al., 2017, 
2018). Would it make any meaningful difference if we 
used a different metaphor to describe political polariza-
tion? For instance, we could say that Republicans and 
Democrats are “playing political theater” and “perform-
ing dramatic monologues” in the media, but would this 
matter? We return to this issue later in the “Figurative 
Framing” section, in which we take a closer look at the 
nature, impact, and limits of metaphor framing.

But first we need to lay some foundations. We begin 
with a brief history of research on frames and framing. 
Interest in these ideas developed independently in dif-
ferent academic disciplines during the 20th century  
(K. Sullivan, 2023; Tannen, 1993). Consequently, terms 
such as “frame” carry several different, albeit interre-
lated, connotations. Unpacking this history is helpful 
for situating contemporary research on framing. We 
then discuss research on specific framing effects, exam-
ining how language can influence attention and percep-
tion, beliefs, attitudes, memory, judgment and 
decision-making, and real-world behavior. From there, 
we explore where these effects come from, beginning 
with a primer on the psychology of language compre-
hension: How do we make sense of what we hear and 
read? This discussion illuminates the cognitive, social-
pragmatic, and emotional mechanisms underlying many 
linguistic framing effects and shows that framing is a 
natural—and unavoidable—feature of human commu-
nication. From this perspective, framing effects reflect 
a sensible response to messages that communicate dif-
ferent information.

With these pieces in place, we then provide a tax-
onomy of linguistic framing techniques, which we orga-
nize around the elements of language manipulated in 
messages. These techniques include various labels, 
metaphors, and grammatical forms. We go on to 
describe some factors that moderate the impact of fram-
ing, along with gaps in our current understanding that 
would benefit from additional research. We conclude 
with advice on how to frame messages effectively and 

consider what all of this means for navigating our lan-
guage-rich social environments. Throughout the article, 
we emphasize the relevance of framing to the public 
interest, highlighting issues such as environmental and 
health communication, political rhetoric, and policy-
making. If we have framed this article effectively, your 
curiosity should be piqued and you’ll want to read on. 
Go right ahead!

What’s in a Frame? A Brief History

For millennia, humans have been using language to 
influence others’ attitudes, decisions, and actions. 
Persuasive communication, or rhetoric, has been a topic 
of interest since classical antiquity. Aristotle famously 
argued that effective rhetoric rests on three pillars: 
logos (appeals to logic and reason), pathos (appeals to 
emotions), and ethos (appeals to the authority or status 
of the speaker; Rapp, 2022). Semantic drift has bleached 
the term “rhetoric” of some of its original cachet. Today, 
it often refers to divisive commentary that reflects 
“party-line” thinking, at least in the context of political 
discourse. Even so, Aristotle’s insights resonate with 
contemporary theories of persuasion and framing, as 
we discuss throughout this article.

The concept of “framing” developed over the course 
of the 20th century, spurred by interest across various 
disciplines, including psychology, computer science, 
anthropology, sociology, linguistics, communication, 
media studies, artificial intelligence (AI), and political 
science (for historical reviews, see K. Sullivan, 2023; 
Tannen, 1993). This literature is vast, messy, and com-
plicated (for pointed critiques, see Cacciatore et  al., 
2016; Entman, 1993; van Dijk, 2023). One problem is 
that there is no single, good definition of frames or 
framing. Sometimes “frame” has referred to a feature of 
memory or cognition; other times it has referred to a 
feature of language or communication (Druckman, 
2001; K. Sullivan, 2023). Tracing the evolution of these 
ideas is illuminating. The linguist K. Sullivan (2023) 
recommends differentiating among frames that operate 
at the level of thought (cognitive frames), linguistic 
meaning (semantic frames), and social communication 
(communicative frames). Following her lead, in this 
section we discuss the nature and origins of each con-
ception of “frame” across different academic disciplines 
(see Table 1).

Cognitive frames

Psychologists and early AI researchers originally used 
the word “frame” to refer to a type of memory or knowl-
edge structure, closely related to concepts such as 
“scripts,” “schemas,” “prototypes,” and “cognitive 
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models” (Bartlett, 1932; Bower et  al., 1979; Gentner, 
1983; Kintsch & van Dijk, 1978; Lakoff, 1987; Mandler, 
2014; Minsky, 1974; Rosch, 1983; Rumelhart, 1975; 
Schank & Abelson, 1977). Although these terms have 
subtly different connotations, they all refer to what the 
linguist Deborah Tannen (1993) calls “structures of 
expectation”: general knowledge about the world that 
we use to interpret experiences, guide our behavior, 
and anticipate how events will unfold. A situation that 
is inscrutable at first—such as seeing a dozen children 
waltz into your neighbor’s house holding strange pack-
ages—becomes meaningful once you apply the proper 
frame (“Oh, it’s little Chloe’s birthday party”).

A related conception of frames was developed inde-
pendently by the sociologist Erving Goffman. In his 
influential book Frame Analysis: An Essay on the 
Organization of Experience (Goffman, 1974), Goffman 
described frames as the organizational structures in the 
mind that enable us to make sense of the natural and 
social world. He explains: “When the individual in our 
Western society recognizes a particular event, he tends, 
whatever else he does, to imply in this response (and 
in effect employ) one or more frameworks or schemata 
of interpretation” (p. 21).

Importantly, the composition of a frame is relatively 
abstract. It includes information about typical objects, 
participants with specific roles, causal relationships 
between them, and sequences of events—but not idio-
syncratic details. For example, your “child’s birthday 
party” frame includes prototypical elements such as a 
group of kids gathering in a single place, brightly colored 
balloons, giving wrapped presents to the birthday kid, 

blowing out candles, eating cake, unwrapping presents, 
and so on. It does not include details such as everyone 
dresses in a fur catsuit, even if that’s how your sister’s 
kid celebrated last year (don’t ask).

Of course, not all birthdays contain every element 
of your birthday frame. Maybe your sister is afraid of 
balloons, so she does not purchase them for your 
niece’s party. Even so, your birthday frame will still be 
invoked by other party features, which will allow you 
to easily identify the event and what people will do 
there. Things would be different if no one ever used 
balloons at kids’ birthday parties. The specific content 
of your frames is based on general patterns your brain 
extracts from your everyday experiences and culture 
(DiMaggio, 1997; Rogers & McClelland, 2004; Strauss & 
Quinn, 1997). If you grew up in a community in which 
birthday parties featured furry outfits, spinach tarts, and 
90 min of silence, you would expect to see such fea-
tures at any future party. And so would others from 
your community. It is important that our expectations 
for how the world works—our frames—align with those 
of other community members. This “common ground” 
forms the foundation for successful language compre-
hension and social coordination (Clark, 1996), leading 
some scholars to view cognitive frames as key to under-
standing culture (DiMaggio, 1997; Swidler, 1986).

Note, however, that this sense of the word “frame” 
concerns what we know and how we think, not neces-
sarily what we say. We can tap into our knowledge of 
birthday parties without using or hearing words such as 
“presents” and “cake.” That is why this type of frame is 
called a “frame in thought” (Druckman, 2001) or a 

Table 1.  Different Conceptions of “Frame” in the Academic Literature

Type of frame Definition Example

Cognitive Relatively abstract, structured knowledge about 
some aspect of reality; includes information about 
typical objects, participants with specific roles, 
causal relationships, and sequences of events; 
used to interpret experience, guide behavior, and 
anticipate how situations will unfold; related to 
other psychological constructs such as “schemas,” 
“scripts,” “prototypes,” and “cognitive models”; also 
called “frames in thought”

Your “university” frame includes elements such as a 
campus, academic buildings, professors, students, 
degrees, majors, dorms, a library, and administrators. 
If you are in the United States, it may also include 
fraternities, sororities, and football. This frame is 
complex, including other features such as when 
students generally apply, how to behave in the 
classroom, and much more.

Semantic Basic cognitive frames that are evoked by language; 
clusters of related words will evoke the same 
semantic frame, which facilitates comprehension; 
according to “frame semantics,” we understand 
the meaning of words by virtue of the conceptual 
knowledge—the semantic frames—they evoke; also 
called “linguistic frames”

The “competition” frame includes elements—and is 
evoked by words—such as competitors, winners, 
losers, venue, rank, place, and score. It can apply 
to descriptions of many events, such as basketball 
games, presidential elections, and spelling bees.

Communicative The structure or content of a linguistic message that 
communicates a particular viewpoint or cognitive/
semantic frame to the receiver; also called “message 
frames” or “frames in communication”

The frames “limited English proficient,” “English 
learner,” and “emergent bilingual” communicate 
different ideas about the language skills and potential 
of U.S. children whose first language is not English.
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“cognitive frame” (Fillmore, 2008; K. Sullivan, 2023). 
Cognitive frames are not stored in isolated files in your 
brain and activated on command like an mp3 on your 
laptop. Rather, our world knowledge is organized into 
a vast web of interconnected conceptual networks at 
varying levels of abstraction that function together as 
we navigate our environments. Fully understanding a 
birthday party also requires knowing how people keep 
track of someone’s age, basic addition, parent–child 
relationships, behavioral norms for social gatherings, 
and much more. As Goffman (1974) observed: “During 
any one moment of activity, an individual is likely to 
apply several frameworks” (p. 25). Thus, cognitive 
frames form an integrated system of conceptual knowl-
edge, derived from experience, that shape how we pro-
cess information, make sense of our surroundings, and 
structure our behavior. This is why many policy inter-
ventions aimed at improving educational and economic 
outcomes seek to reshape people’s cognitive frames. 
For example, much work has gone into helping students 
adopt a “growth mindset” in school—a cognitive frame 
that stipulates intelligence and academic skills can 
improve through practice and hard work (e.g., Yeager 
et al., 2019; but see Macnamara & Burgoyne, 2023).

Semantic frames

In linguistics, interest in frames arose from a desire to 
explain how people understand language in context. 
This is evident within the “frame semantics” approach 
to word meaning pioneered by Charles Fillmore (e.g., 
Fillmore, 1982, 2008; Fillmore & Baker, 2009). Frame 
semantics draws heavily on the concept of cognitive 
frames described in the previous section (Fillmore, 
1982; K. Sullivan, 2023). In so doing, it rejects the view 
that understanding a word involves retrieving a unique 
definition or mental image. Rather, according to frame 
semantics, “people understand the meaning of words 
largely by virtue of the frames which they evoke” 
(Ruppenhofer et al., 2016, p. 7; emphasis in original). 
That is, the “meaning” of any given word is grounded in 
our world knowledge and coupled with clusters of other 
words that evoke the same frame. For example, words 
such as “bride,” “groom,” “wedding,” “divorce,” “wife,” 
“husband,” and “honeymoon” all evoke the “marriage” 
frame; it is difficult to understand any one of these words 
without also knowing the others because they all specify 
roles or events within a single knowledge structure. 
Reading that “Mary honeymooned in Paris after she wed 
Bill” evokes the marriage frame, which helps you under-
stand the relationship between the two individuals and 
thus the meaning of the sentence.

Frames that are evoked by words in this way are 
called “linguistic” or “semantic” frames because they 
are directly tied to how we derive meaning from 

language. This should not be confused with “linguistic 
framing,” which is our generic term for the use of a 
particular aspect of language to describe an issue or 
situation (see the discussion of communicative frames 
below). Semantic frames represent “story fragments” in 
the mind (Ruppenhofer et  al., 2016)—not complex 
scripts, narratives, or schemas—because they often 
comprise narrow slices of more elaborate cognitive 
frames (K. Sullivan, 2023). For example, you can under-
stand the word “bought” in the sentence “José bought 
apples at the store” because it evokes the frame of 
commercial transactions, with a buyer, seller, and 
exchange of goods for money. Going to the grocery 
store, on the other hand, activates a much more elabo-
rate set of cognitive frames that structure your expecta-
tions and behavior for the entire sequence of events, 
none of which necessarily involves language. All your 
tacit knowledge of commercial transactions, nutrition, 
credit cards, ripe fruit, budgeting, waiting in line, and 
much more is needed to successfully navigate this 
excursion. By contrast, a semantic frame is more lim-
ited, consisting only of the knowledge structures 
evoked by hearing or reading a specific word in 
context.

Fillmore and colleagues have cataloged hundreds of 
semantic frames evoked by thousands of English words 
and the relationships among them, revealing a rich 
tapestry of interconnected meanings (see https://
framenet.icsi.berkeley.edu; see also Ruppenhofer et al., 
2016). Frame semantics is not the only theory in town 
when it comes to word meaning, but it is consistent 
with various psychological theories of language com-
prehension, as discussed in the “Mechanics of 
Communication and Linguistic Framing” section. 
Notably, this view of language seems to entail that all 
linguistic communication involves framing because 
every message will evoke certain semantic frames and 
not others. One exception might be a conventionalized 
greeting, such as saying “hello” to a coworker. Yet 
“hello” would elicit a very different response than “salu-
tations, your highness.” The latter greeting evokes the 
“monarchy” frame and may be interpreted as sarcasm 
(unless you happen to work for the royal family). If 
you are interested in framing, it is important to recog-
nize that different linguistic forms, whether wildly dis-
similar or almost interchangeable, may invite different 
reactions to a message (for discussions of how frame 
semantics informs theories of framing in contemporary 
political discourse, see Lakoff, 1996, 2008, 2014).

Communicative frames

We described earlier how liberal and conservative pun-
dits talk about hot-button issues such as abortion in the 
United States. We suggested this was no accident: 

https://framenet.icsi.berkeley.edu
https://framenet.icsi.berkeley.edu
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Politicians, journalists, and activists all use language—as 
well as images, sounds, and presentation style—with 
the specific intention of shaping social discourse and 
influencing public opinion. This is what many people 
view as a paradigmatic instance of framing. As political 
communication scholar Robert Entman (1993) explained: 
“Framing essentially involves selection and salience. To 
frame is to select some aspects of a perceived reality and 
make them more salient in a communicating text, in 
such a way as to promote a particular problem defini-
tion, causal interpretation, moral evaluation, and/or 
treatment recommendation” (p. 52). Note the emphasis 
here is on how (and perhaps why) a frame is commu-
nicated in a message, not how it is represented in peo-
ple’s minds. That is why this is referred to as a “message 
frame,” a “frame in communication” (Druckman, 2001), 
or a “communicative frame” (K. Sullivan, 2023).

To be sure, the ultimate goal for many communica-
tors is to instantiate a particular cognitive or semantic 
frame in the target audience to influence attitudes (e.g., 
the “murder” frame for thinking about abortion). But 
this goal may or may not be achieved. The key distinc-
tion, then, is that a communicative frame describes 
message structure or content that cues “a particular 
problem definition” rather than the internal thought 
processes of the person exposed to the message. 
Sometimes speakers intentionally craft a message to 
provide the audience with a particular “causal interpre-
tation” or model of a target issue, as is often the case 
in political, business, and legal communication. This 
deliberate use of language in service of persuasion is 
the archetype of communicative framing and of particu-
lar interest to many social scientists (Druckman, 2001; 
Entman, 1993; Schwartzstein & Sunderam, 2021). In 
other cases, however, a message may be generated 
spontaneously without careful consideration of the 
information it communicates to the audience. This can 
result in unanticipated framing effects, with unintended 
consequences (see, e.g., our discussion of subject-com-
plement framing in the “Beliefs” and “Pragmatic 
Inference” sections). We consider both types of mes-
sages to be examples of communicative frames.

Anthropologist and cyberneticist Gregory Bateson 
was among the first to consider the communicative 
function of frames, which he discussed in an influential 
article on play and fantasy (Bateson, 1972/1987). 
Bateson was struck by the way young monkeys engage 
in “play fighting” without devolving into real conflict. 
Somehow, he surmised, signals must be exchanged to 
ensure the “play” frame governs their interaction—and 
something similar must be going on with human play 
and other complex social rituals. Communication is 
critical for social coordination, and, in his view, frames 

are critical for effective communication. According to 
Bateson, frames are “metacommunicative” because they 
contain information about how the interlocutor should 
make use of the communicative signal: “Any message, 
which either explicitly or implicitly defines a frame, 
ipso facto gives the receiver instructions or aids in his 
attempt to understand the messages included within 
the frame” (p. 145). We offer this useful way of thinking 
about communicative frames throughout the article.

Interestingly, Goffman (1974) credited Bateson for 
inspiring his own thinking about this subject. Although 
Goffman focused on cognitive rather than communica-
tive frames (Druckman, 2001), his frame analysis book 
highlighted different ways that people send signals to 
transform how others organize their understanding of 
reality. For example, advertisers can promote the view 
that cars represent a life of pleasurable leisure by pair-
ing them with certain images or labels. This social, 
communicative conception of a frame closely aligns 
with contemporary work on framing in politics, media, 
law, and communication. The FrameWorks Institute, for 
instance, is a nonprofit, progressive think tank that 
researches the efficacy of different communicative 
frames for explaining complex sociopolitical issues and 
promoting systemic reforms.

Framing effects

For decades, researchers have focused on measuring 
and explaining the impact of different (communicative) 
frames on cognition and behavior. This is the study of 
framing effects—a topic that traverses a range of theo-
retical and empirical methods across disciplines. 
Research on framing effects is primarily concerned with 
linguistic features of a message that influence how 
people respond to that message (although framing can 
extend to other modalities as well, such as imagery; 
e.g., Powell et al., 2015). In this way, research on fram-
ing is both broader and narrower than research on 
rhetoric and persuasion. It is broader because it 
addresses how any language encountered impacts atti-
tudes and behavior, not just language used in the con-
text of explicitly rhetorical communication. But it is 
narrower because the focus is on language specifically, 
not other elements of persuasion such as a speaker’s 
style or charisma (although language is known to affect 
how speakers are perceived; see “Social-Pragmatic 
Mechanisms” section). In the next section, we survey 
various ways that language can influence an audience. 
For this article, we take a big-tent approach to linguistic 
framing effects. We include any research in which a 
change in linguistic structure or content has a measur-
able impact on a receiver’s thoughts, feelings, or actions.
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What Does Language Do? Measuring 
the Effects of Linguistic Framing

One way to approach the study of language is to exam-
ine how it differs from other cognitive abilities. For 
example, researchers often aim to identify unique com-
putational processes and brain networks that support 
language comprehension and use (e.g., M. D. Hauser 
et  al., 2002; Malik-Moraleda et  al., 2022). Another 
approach is to examine how deeply connected language 
is to other elements of our cognitive ecology. This is 
where research on linguistic framing lives. Below, we 
discuss different ways researchers have measured the 
impacts of language, revealing the wide range of influ-
ences language can have on cognition and behavior.

Attention and perception

Have you ever been engrossed in a conversation at a 
crowded event, discussing the ins and outs of Colombian 
architecture or Japanese whiskey (or whatever floats 
your boat)? With your full attention on your interlocu-
tor, other sounds in the space fade into a background 
murmur. But then, to your surprise, you suddenly hear 
someone across the room say your name, even though 
you hadn’t even realized they were there. This “cocktail 
party effect,” a classic phenomenon in the attention 
literature, shows how certain linguistic signals—those 
especially pertinent to us—automatically capture our 
attention even when our focus is elsewhere (Moray, 
1959; Shapiro et al., 1997; Wood & Cowan, 1995). This 
is one reason why people are more likely to click on 
marketing emails with their name in the subject line 
(Sahni et al., 2018) and to give careful thought to prod-
ucts or resumes that share a name similar to their own 
(Howard & Kerin, 2011).

Language can also help you find things in your envi-
ronment. Hearing a noun such as “chair” or a preposi-
tion such as “above” will automatically direct your 
attention toward the corresponding object or region of 
space (Logan, 1995). If your task is to search for a spe-
cific item—such as a vertical red line among lines of 
other colors and orientations, or a specific probe 
appearing next to a set of 5s and 2s—then hearing a 
word that cues the target—such as “red” or “five”—will 
make your search more efficient (Hommel et al., 2001; 
Lupyan & Spivey, 2010b; Reali et al., 2006). Even quanti-
fier words such as “each” and “every” guide attention, 
and in slightly different ways: “Each” leads to a focus 
on individual objects, whereas “every” facilitates group-
ing (Knowlton et al., 2022).

The tight connection of language to attention and 
perception means that simply hearing a label can help 
you detect otherwise imperceptible objects shrouded 

in visual “noise” (Lupyan & Ward, 2013; see also Holmes 
& Wolff, 2013; Lupyan & Spivey, 2010a). In fact, linguis-
tic framing also figures into how we resolve sensory 
ambiguity, which can shape our conscious experiences. 
A few years ago, for example, a viral video showed 
someone activating a toy that emitted a garbled English 
phrase. What you hear changes depending on whether 
you have just read the word “brainstorm” or “green 
needle” (to experience this delightful auditory illusion 
for yourself, see https://tinyurl.com/2dvp8rn8).

Most effects of language on perception are not 
described as examples of framing because their locus 
is in immediate sensory processing rather than “higher 
level” conceptualization or reasoning. In line with 
Lupyan et al. (2020) and other cognitive scientists, how-
ever, we see these processes as tightly connected. If 
language drives our attention and guides what we per-
ceive, this can be expected to have downstream con-
sequences for other aspects of cognition. And, as we 
discuss in the following subsections, it does.

Beliefs

Language is often used to influence beliefs about the 
state of the world: When I tell you it’s raining outside, 
you’ll know to bring an umbrella. Language can also 
shape beliefs about how the world works, and often in 
subtle ways. For example, we indicated earlier that war 
metaphors—which are prevalent in everyday discourse 
(Flusberg et  al., 2018)—can increase our sense of 
urgency about social and political issues (Flusberg 
et al., 2017). War metaphors can also shape our beliefs. 
Several studies have contrasted the use of “battle” and 
“journey” metaphors in discourse about cancer, both of 
which are common in descriptions of the disease  
(D. J. Hauser & Schwarz, 2020; Hendricks et al., 2018; 
Magaña & Matlock, 2018; Semino et al., 2017, 2018). In 
one study, participants read a story about a man recently 
diagnosed with cancer, framed using either battle or 
journey metaphors (D. J. Hauser & Schwarz, 2020; 
vignette adapted from Hendricks et al., 2018):

Joe was just diagnosed with cancer. He knows 
that for the foreseeable future, every day will be 
a battle against [journey with] the disease. The 
battle [road] he has to fight [take] will not always 
be an easy one. Many people have written about 
their experiences on the battlefield [path], and he 
can turn to those for consolation. His friends and 
family want him to know that he will not be alone 
in his battle [journey]. Even though sometimes he 
might not feel like talking, other times he may 
want to share stories of his battle [journey] with 
others, and they will be there for those moments.

https://tinyurl.com/2dvp8rn8
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Participants then rated their agreement with a series 
of statements expressing fatalistic beliefs about cancer 
(e.g., “If someone is meant to get cancer, they will get 
it no matter what they do”). Those who had read the 
battle-framed story endorsed fatalism more strongly 
than those who had read the journey-framed story. As 
we discuss further in the “Figurative Framing” section, 
metaphors are especially effective for shaping beliefs 
about abstract and complex issues such as cancer 
because they leverage what you know—your cognitive 
frames—about more concrete, familiar domains such 
as battles and journeys.

Other forms of linguistic framing can shape beliefs 
as well (e.g., Chestnut et al., 2021; Chestnut & Markman, 
2018; Holmes et  al., 2022; Nelson & Oxley, 1999; 
Schaffner & Atkinson, 2009). In one experiment, par-
ticipants read a press release about a real study that 
analyzed 3 years of standardized math test scores, 
revealing that boys and girls performed equally well 
(Chestnut & Markman, 2018). For some participants, 
the report began with the statement “A recent study has 
shown that girls do just as well as boys at math.” This 
places “boys” in the complement position of the sen-
tence (i.e., the reference point) and “girls” in the subject 
position. For others, the positions were reversed (“boys 
do just as well as girls at math”). Participants were then 
asked which group was naturally more skilled at math 
(or must work harder to be good at math). The results 
showed that the group in the complement position was 
viewed as more innately math-inclined. Notably, using 
a different sentence structure (“girls and boys do 
equally well at math”) eliminated the bias to believe 
that one group was better than the other. We discuss 
this further in the “Social-Pragmatic Mechanisms”  
section. For now, we simply highlight that even  
exceedingly subtle differences in language can shape 
beliefs.

Attitudes

Some of us love anchovies but loathe raisins, enjoy 
musical theater but dislike opera, and adore puppies 
but have an aversion to snakes (you may feel otherwise, 
of course). The previous sentence describes a set of 
attitudes: “a psychological tendency that is expressed 
by evaluating a particular entity with some degree of 
favor or disfavor” (Eagly & Chaiken, 1993, p. 1). Attitudes 
play an important role in our daily lives and influence 
how we navigate our physical and social environments 
(although the relationship between attitudes and behav-
ior can be complicated; Ajzen et al., 2018; Fazio, 1986). 
As a result, a central goal of many persuasive appeals 
is to change how people feel about a given issue. Much 

research has focused on the process by which this 
occurs (Albarracín et al., 2018; Perloff, 2017; Petty & 
Cacioppo, 1986). The structure and content of the mes-
sage matter: Linguistic framing has been shown to 
shape attitudes toward other people, objects, events, 
and social problems (e.g., Chatruc et al., 2021; Flusberg, 
van der Vord, et al., 2022; Landau et al., 2009; Landau 
& Keefer, 2014; Levin & Gaeth, 1988; Nelson & Kinder, 
1996; Rook & Holmes, 2023; Thibodeau, Crow, & 
Flusberg, 2017).

For example, people express more favorable atti-
tudes toward ground beef labeled “75% lean” (positive 
framing) compared with “25% fat” (negative framing). 
They report it to be less greasy, higher quality, and 
better tasting (Levin, 1987). This effect is observed even 
when people take a bite of the beef after receiving the 
linguistic frame (Levin & Gaeth, 1988; see also Anderson 
& Barrett, 2016). In a study by Schmidt et al. (2017), 
participants tasted an array of wines while their brain 
activity was measured through neuroimaging. All the 
wines cost the same amount of money, but participants 
saw different price labels for each one during the 
experiment. The results showed they preferred wines 
that had been framed as more expensive, and this was 
mediated by activity in the brain’s valuation system (see 
also Werner et al., 2021). In other words, from the per-
spective of their brains, the pricier-framed wines actu-
ally tasted better.

Framing manipulations can also shape attitudes 
toward important social issues. In one set of experi-
ments, researchers examined how different group labels 
influenced American participants’ attitudes toward peo-
ple living in the United States without authorization 
(Rucker et al., 2019; see also Ommundsen et al., 2014). 
An initial study revealed that the labels “illegal aliens,” 
“illegal immigrants,” and “undocumented aliens” were 
perceived as more negatively valenced than the labels 
“undocumented immigrants” and “noncitizens.” In a 
follow-up framing experiment, participants received 
one of those five group labels in the instructions 
prompt: “The following questions deal with your 
thoughts about the term ‘[group label].’ As you know, 
the issue of [group label] in the United States is hotly 
debated right now.” Next, they used a “feelings ther-
mometer” to register their attitudes toward the group 
on a scale from extremely cold to extremely warm. 
Participants who received the “illegal aliens,” “illegal 
immigrants,” or “undocumented aliens” labels expressed 
significantly more prejudiced (colder) attitudes than 
those who received the “undocumented immigrants” or 
“noncitizens” labels. This shows how negative associa-
tions conjured by a simple word or phrase can subtly 
shape attitudes.
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Memory

Some words and phrases are more memorable than 
others, such as those that evoke negative feelings (Aka 
et al., 2021, 2023). This may boost their influence and 
facilitate accurate retrieval of a message or idea later 
on. But language can also bias how you respond to 
questions about the past. For example, try to recall the 
last movie you saw in a theater. How long was the film 
(in minutes)? Research suggests that your estimate 
would be reduced if we instead asked, “How short was 
it?” (Harris, 1973; Lipscomb, Bregman, & McAllister, 
1985; Lipscomb, McAllister, & Bregman, 1985; see also 
Inbar & Evers, 2022; Stephensen et al., 2021).

Psychologist Elizabeth Loftus conducted many pio-
neering studies that suggested leading questions can 
distort eyewitness memory (e.g., Loftus, 1975; Loftus & 
Palmer, 1974; Loftus & Zanni, 1975). In two famous 
experiments, Loftus and Palmer (1974) investigated the 
impact of verb intensity on memory for vehicular acci-
dents. Participants watched a series of short video clips 
depicting traffic accidents. After each one, they wrote 
an account of the accident and answered questions 
about what they had seen. The critical question asked 
participants to estimate the speed of the cars during 
the collision, and the intensity of the verb in this ques-
tion varied across conditions: “About how fast were the 
cars going when they [contacted vs. hit vs. bumped vs. 
collided vs. smashed] each other?” The results showed 
that more intense verbs led to greater speed estimates. 
For example, “smashed” resulted in a mean estimate of 
40.8 miles per hour, whereas “contacted” led to an 
estimate of only 31.8 miles per hour.

In a follow-up study, participants watched a single 
video of a multicar accident and then answered the 
same questions as before. This time, one third of par-
ticipants received the verb “smashed” in the critical 
probe question, another third received “hit,” and the 
remaining third watched the video but received no 
communicative frame. Once again, the more intense 
verb led to greater speed estimates. The innovative 
feature of this study was that participants were asked 
to come back to the lab a week later and indicate 
whether they had seen any broken glass in the video 
they watched the previous week. Those in the “smashed” 
condition were more than twice as likely as those in 
the “hit” and no-framing conditions to report having 
seen broken glass. Yet no broken glass had been visible 
in the crash film. This suggests that the critical verb not 
only skewed participants’ memory for the accident but 
also led them to remember details that did not exist.

There is another explanation for these classic find-
ings, however. The verb may have only affected par-
ticipants’ reports of the accident, not their memory of 

it (McCloskey & Zaragoza, 1985). That is, participants 
who do not remember the accident very well may sim-
ply respond in a way that is compatible with the leading 
question—reporting a relatively high speed and broken 
glass when questioned with “smashed,” for example. 
On this account, participants’ responses reflect the 
intensity of the verb not because the question distorted 
their memory but because it is the only information 
they have to rely on. On a practical level, whether fram-
ing alters memory per se may not matter much. So long 
as different words or phrases lead people to give dif-
ferent accounts of their experiences, this could have 
important consequences for eyewitness identification 
and other real-world decisions (Loftus, 1979). More 
problematic is that Loftus and Palmer’s (1974) findings 
have not been consistently replicated (e.g., Goldschmied 
et  al., 2017; Lipscomb, Bregman, & McAllister, 1985; 
McAllister et al., 1988; J. D. Read & Bruce, 1984; J. D. 
Read et al., 1978), which may preclude any practical 
applications of the findings. We have more to say about 
the importance of replication in studies of linguistic 
framing in the “Opportunities for Future Research” 
section.

However, many similar studies have shown that lan-
guage can interfere with tasks in which people must 
recall what they have seen (e.g., Alogna et  al., 2014; 
Carmichael et  al., 1932; Lupyan, 2008; Meissner & 
Brigham, 2001; Melcher & Schooler, 1996; Schooler & 
Engstler-Schooler, 1990; Wang & Gennari, 2019). An early 
demonstration of this phenomenon comes from a study 
by Leonard Carmichael and his colleagues (1932). 
Participants viewed a set of simple line drawings (e.g., a 
shape that looked roughly like O–O) and were tasked 
with reproducing them. Some participants received a par-
ticular set of labels alongside the images (e.g., “eye-
glasses”), whereas others received a different set of labels 
that could also apply (e.g., “dumbbells”). When partici-
pants later redrew the images from memory, they unwit-
tingly introduced changes to make the image better 
match the label accompanying it. For example, the “eye-
glasses” group drew something like O^O, whereas the 
“dumbbells” group drew something more like O=O (apol-
ogies for our primitive ASCII art skills). These findings, 
like Loftus and Palmer’s (1974), may reflect the influence 
of language in our recollections rather than the direct 
impact of language on visual memory (McCloskey & 
Zaragoza, 1985). Someone who remembers only the label 
“eyeglasses” will tend to produce a drawing that looks 
more like O^O than O=O (Hanawalt & Demarest, 1939), 
but this does not mean their memory of the drawing was 
somehow fused with the label. Nevertheless, research on 
language and memory demonstrates how elements of 
our cognitive and semantic frames, cued by language, 
can subtly distort our recollections.
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Reasoning, judgment,  
and decision-making

One of the most seminal framing experiments in cogni-
tive psychology goes something like this (adapted from 
Tversky & Kahneman, 1981): Imagine you’re the mayor 
of a small city preparing for the outbreak of an unusual 
disease, which is expected to kill 600 people. Your 
health minister presents you with two alternative pro-
grams to address the outbreak. You must now decide 
which one to implement:

A. If Program A is adopted, 200 people will be saved.

B. If Program B is adopted, there is a one-third prob-
ability that all 600 people will be saved and a two-
thirds probability that nobody will be saved.

This is a study of judgment and decision-making. 
Your task is to think about this dire situation and make 
the most optimal choice. In the original version of the 
experiment, 72% of participants selected the sure 
option, A, rather than the uncertain option, B. Now 
imagine that your health minister had provided the fol-
lowing two options instead:

C. If Program C is adopted, 400 people will die.

D. If Program D is adopted, there is a one-third prob-
ability that nobody will die and a two-thirds prob-
ability that 600 people will die.

In this case, 78% of participants in the original study 
selected Option D, the risky choice. Notice, however, 
that Options A and C are logically equivalent: If 200 
people are saved, that means 400 will die, because 600 
people were initially expected to perish in the out-
break. A parallel equivalence holds for Options B and 
D. Framing choices in a positive manner, as lives saved 
(a “gain” frame), leads people to select the sure option, 
whereas framing them in a negative manner, in terms 
of deaths (a “loss” frame), leads people to select the 
riskier option. The “risky-choice” framing paradigm has 
been quite influential in fields such as health commu-
nication and behavioral economics, and variations of 
this basic study design have been used thousands of 
times across these fields (for meta-analyses, see 
Kühberger, 1998; Steiger & Kühberger, 2018).

Many other studies ask participants to solve prob-
lems, make decisions, or otherwise engage in reasoning 
about an issue that has been framed in a particular way 
(Flusberg et al., 2020; Thibodeau, 2016; Thibodeau & 
Boroditsky, 2011, 2013). In some cases, participants 
freely generate their own solution to a problem, which 
is then coded by the experimenters or naive raters (e.g., 

Thibodeau & Boroditsky, 2011). In other experiments, 
participants must choose between two or more response 
options, as in the risky-choice framing paradigm. In 
one such study, participants read a series of vignettes 
about various everyday issues (e.g., crime, politics, bil-
liards, medical research), each one framed using one 
of two metaphors (Thibodeau, 2016). After reading each 
vignette, participants answered a question by selecting 
between two response options, each conceptually con-
gruent with one of the metaphor frames. For example, 
a cancer researcher was described as imagining herself 
either “scaling a mountain” or “working on a puzzle” 
while conducting her research. Participants were asked 
to make a prediction about the researcher’s process. 
Does she “look for connections by testing completely 
novel theories” (congruent with the puzzle metaphor) 
or “gain ground by using methods that are simple to 
follow” (congruent with the mountain metaphor)? 
Across all target issues, participants were about 10% 
more likely to choose the metaphor-consistent response 
option. This illustrates how cognitive frames evoked by 
metaphor can guide people’s reasoning.

Behavior

Most of the studies we have considered so far elicited 
effects of language in the laboratory. That’s not a bad 
thing. Lab studies give researchers control over many 
extraneous variables that impact human behavior, 
enabling them to better establish causal relationships 
of interest. Still, most of us want to know whether the 
effects we carefully isolate in the lab generalize to the 
real world. This is difficult to ascertain for several rea-
sons, including ethical considerations, time, and 
money—three things that researchers struggle with.

One stepping stone to reality is to assess behavioral 
intentions. In many framing studies, participants are 
asked to indicate whether they plan to take some action 
in the future or to rate their likelihood of engaging in 
a particular behavior (e.g., Flusberg et al., 2017; Gerend 
& Shepherd, 2007; D. J. Hauser & Schwarz, 2015, 2020; 
Thibodeau & Flusberg, 2017). In one study, for exam-
ple, female college students rated their intentions to 
obtain the human papillomavirus vaccine after reading 
a booklet that used either a gain frame (i.e., discussing 
the benefits of receiving the vaccine) or a loss frame 
(i.e., discussing the costs of not receiving it; Gerend & 
Shepherd, 2007; for additional context on this para-
digm, see our discussion of goal framing in the “Valence 
Framing” section). The loss frame increased intentions 
to get the vaccine, but only for participants who 
reported multiple sexual partners and rarely used con-
traception. The relationship between intentions and 
behavior is complicated, however, and people do not 
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always follow through on what they say they will do 
(Conner & Norman, 2022; Sheeran & Webb, 2016; for 
a meta-analysis of the intention-to-behavior literature, 
see Webb & Sheeran, 2006). Therefore, there are limits 
to what we can conclude from studies of behavioral 
intentions.

One way to get at behavior more directly is to ana-
lyze naturally occurring data sets that involve interac-
tions between people using systematically different 
communicative frames. For instance, one study exam-
ined nearly 200 medical emergency call transcripts from 
the Perth, Australia, metropolitan area over 2 years (Riou 
et al., 2017). Protocol dictates that emergency operators 
use a scripted prompt to elicit information from the 
caller: “Okay, tell me exactly what happened.” About 
60% of the time, however, the operators spontaneously 
shifted from the past tense to the present perfect tense, 
saying instead, “Tell me what’s happened.” This subtle 
change was associated with substantially different 
response patterns from the callers. Whereas the prompt 
in the past tense tended to elicit longer, narrative 
accounts of what led them to place the call (18 s on 
average), the prompt in the present perfect elicited 
shorter, more direct reports (9 s on average). This trans-
lated into a nearly 15% faster ambulance dispatch time 
in the latter case (from 58 to 50 s). A similar study from 
the United Kingdom found that people in crisis were 
more likely to reject a proposal for dialogue when 
police negotiators used the verb “talk” than when they 
used the verb “speak” (Sikveland & Stokoe, 2020).

Nothing beats a randomized experiment for estab-
lishing causal relationships between variables, however. 
As a result, some of the most eye-catching framing 
studies have used a field study design to measure real-
world behaviors (e.g., Bryan et  al., 2011; Chou & 
Murnighan, 2013; Heritage et al., 2007; Hershfield et al., 
2020). In one study, conducted on the eve of the 2008 
U.S. presidential election, registered California voters 
recruited on social media completed a 10-item election 
survey (Bryan et al., 2011). For half of the participants, 
the survey questions used a noun form to refer to the 
act of voting (e.g., “How important is it to you to be a 
voter in tomorrow’s election?”). For the other half, the 
survey questions used a verb form (e.g., “How impor-
tant is it to you to vote in tomorrow’s election?”). After 
the election, an analysis of voting records revealed that 
those exposed to the noun frame were almost 14% 
more likely to vote in the election than those exposed 
to the verb frame (95.5% vs. 81.8% voting rate). Similar 
results were later found in a New Jersey gubernatorial 
race, and related work has extended this methodology 
to nonvoting contexts (Bryan et al., 2011, 2013, 2014).

More recently, however, other researchers have failed 
to replicate the original effect on voting behavior 

(Gerber et al., 2016, 2018, 2023). This may be because 
it is difficult to conduct exact replications in the field 
(Bryan et al., 2019), and heterogeneous samples and 
methods will yield noisy results for any behavioral 
intervention, including framing studies (Bryan et  al., 
2021). We explore some of this heterogeneity later on 
when discussing moderators of linguistic framing 
effects. For now, we turn to general mechanisms that 
give rise to these effects.

Mechanics of Communication  
and Linguistic Framing

When scholars write about framing, they tend to focus 
on the framing manipulation (“we emphasized gains 
versus losses”) and the framing effect (“the loss frame 
led to increased behavioral intentions”). Emphasizing 
the outcome, rather than the process, may contribute 
to the perception that the framing literature is “frac-
tured” (Entman, 1993), consisting of hundreds of iso-
lated “effects” without any organizing framework (or 
cognitive frame). Viewing framing through the lens of 
human communication helps to address this concern. 
This perspective connects research on the cognitive 
science of language and reasoning with insights from 
the study of persuasion and social influence. It also 
reveals how a few general mechanisms can account for 
a broad range of framing effects. We begin this section 
by briefly discussing language comprehension. We then 
unpack the cognitive, social-pragmatic, and emotional 
processes that give rise to framing effects in everyday 
communication. We conclude by relating this work to 
a leading theory of persuasion and questioning the 
popular view that framing effects reflect the irrational 
side of human cognition.

Making sense of language

Many species use sophisticated communication sys-
tems, but human language differs in several key 
respects. For one, language is far more complex and 
flexible: The typical person knows many thousands of 
(mostly) arbitrary symbols or words, which can be com-
bined and reformatted to express an infinite number of 
ideas. This makes language a productive or “generative” 
system. We can also use our words to communicate 
about people, places, objects, events, and ideas beyond 
the here and now (e.g., “The stingy extraterrestrials 
insisted on buying the cheapest spaceship, which led 
to the crash”). This property, called “displacement,” 
exists only in very limited forms in the rest of the ani-
mal kingdom (e.g., in the honeybee’s “waggle dance,” 
used to communicate the location of its most recently 
visited flowers; von Frisch, 1967).
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Put together, these unique characteristics enable 
what linguist Daniel Dor (2015) describes as the central 
function of language: the “instruction of imagination.” 
To an unprecedented degree, we can recreate our 
thoughts, intentions, and experiences in the minds of 
our interlocutors. This is not a direct transfer of infor-
mation, such as sending an email attachment that some-
one downloads onto their neural hardware (cf. Reddy, 
1979). Rather, understanding language is an active, 
reconstructive process. As Dor (2015) puts it:

The speaker provides the receiver with a code, a 
plan, a skeletal list of the basic coordinates of the 
experience—which the receiver is then expected 
to use as a scaffold for experiential imagination. 
Following the code, the interlocutor raises past 
experiences from memory, and then reconstructs 
and recombines them to produce novel, imagined 
experiences. (p. 2)1

The “code” consists of the specific sequence of 
words that a speaker uses to deliver their message. In 
spoken or signed conversations, as opposed to writing, 
the code might also include other factors such as our 
tone of voice, gestures, and facial expressions (Kita & 
Emmorey, 2023). The reader or listener must then 
“decode” these communicative signals. This requires 
generating a mental model of the situation or events 
described in the text—also called a mental “simulation” 
or “situation model” (Bergen, 2012; Graesser et  al., 
1997; Johnson-Laird, 1983; Zwaan & Radvansky, 1998). 
If the situation model aligns with the speaker’s intended 
message, then successful language comprehension has 
occurred.

Decoding a linguistic message isn’t like translating 
Morse code into English, however. As Dor (2015) notes, 
linguistic messages are “skeletal”—they are underspeci-
fied, and the receiver must fill in details based on con-
text, shared background knowledge, and inference. 
This process is dynamic, unfolding over time as we 
process a message and activate relevant semantic and 
cognitive frames. We anticipate what information will 
come next and use our working mental model to inter-
pret the communicative signals as they arrive 
(Christiansen & Chater, 2022; Pickering & Gambi, 2018). 
All this takes place in a social context, between speaker 
and listener, writer and reader, in which certain norms 
and rules constrain how we respond and react. It also 
takes place in a biological context: Reasoning is not a 
purely logical, symbolic process but a deeply embodied 
one that is suffused with imagery, emotion, and physi-
cal movement (Bergen, 2012; Lakoff, 1987).

Ultimately, our situation models are the basis for fur-
ther reasoning about the topic of conversation, guiding 
how we answer questions and make decisions. Framing 

a message in a particular way encourages the reader or 
listener to construct a corresponding mental model, 
which may have downstream consequences for attitudes, 
judgments, and behavior. In the next few sections, we 
unpack the cognitive, social-pragmatic, and emotional 
mechanisms that support language comprehension and 
reasoning and thus underlie many framing effects. This 
provides a general framework for understanding how 
framing works. For a summary, see Table 2.

Cognitive mechanisms

Schematic structuring.  Earlier we defined cognitive 
frames as a form of memory comprising relatively abstract 
knowledge about the world that we use to make sense of 
our experiences. This type of prior knowledge is critical 
for forming rich situation models from language. Con-
sider, for example, the following piece of gastronomic 
fiction (inspired by Bower et al., 1979):

Isabel went to a restaurant.

She ordered a burger but sent it back because it was 
overcooked.

A while later, she left in a hurry.

This story never explicitly mentions that Isabel sat 
down at the restaurant, looked at a menu, spoke with a 
server, or received a bill for her meal. And yet you likely 
assumed that those events took place—they were pres-
ent in your situation model (Bower et al., 1979). This 
is because words such as “restaurant” and “ordered a 
burger” evoke a particular cognitive or semantic frame, 
the “restaurant” frame, which includes these elements. 
Other knowledge stored in memory informed your 
interpretation of the story as well. For instance, you 
probably inferred that Isabel doesn’t like well-done 
beef—otherwise, why would she send the burger back? 
As to why she left in a hurry, you can’t know for sure. 
Situation models can be schematic or fuzzy. But several 
plausible reasons come to mind that are consistent with 
this event. Maybe Isabel left without paying because 
she didn’t like the food and wanted to get away quickly. 
Or maybe she just had somewhere else to be. Regardless, 
notice what happens when we change the organizing 
frame in the story:

Isabel went to a friend’s barbecue.

She ordered a burger but sent it back because it was 
overcooked.

A while later, she left in a hurry.

Now your interpretation of the story—the content of 
your situation model—is quite different. You no longer 
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assume Isabel looked at a menu, talked to a server, or 
received a bill. Instead, she probably just asked for a 
burger from whomever was working the grill at the 
party. Maybe it was her friend who was hosting, or 

perhaps it was her partner. You certainly haven’t 
inferred that Isabel left in a hurry because she didn’t 
pay for her food (unless that sort of transaction is typi-
cal at the barbecues you frequent). Maybe she was 

Table 2.  Psychological Mechanisms That Contribute to Linguistic Framing Effects

Mechanism Explanation Example

Cognitive  
  Schematic structuring Cognitive and semantic frames evoked 

by a message influence how people 
organize their mental model of a target 
issue, licensing certain patterns of 
reasoning.

Participants were more likely to recommend 
enforcement-related solutions to a crime problem—
such as hiring more police and building more jails—
when crime was metaphorically framed as a “beast” as 
opposed to a “virus” (Thibodeau & Boroditsky, 2011). 
Enforcement is consistent with the beast frame.

  Value reweighting Issue-relevant values and beliefs invoked 
by a message seem more important 
and therefore figure more prominently 
in reasoning, especially when they 
resonate with the audience.

Liberal Americans expressed less support for Democratic 
presidential candidate Hillary Clinton after reading an 
anti-Clinton message that described her as violating 
the important liberal value of fairness as opposed to 
the more conservative value of loyalty (Voelkel & 
Feinberg, 2018).

  Priming Exposure to a message makes the 
ideas communicated in it (and 
related concepts) temporarily more 
cognitively accessible and therefore 
more prominent in evaluations and 
reasoning.

Participants rated ground beef as less greasy, higher 
quality, and better tasting when it was labeled “75% 
lean,” which primes positive associations, than when 
it was labeled “25% fat,” which primes negative 
associations (Levin, 1987; but see discussion in text 
on how emotional and pragmatic factors may explain 
related effects).

  Processing fluency Some prose is easier to process than 
other prose, making a message seem 
more persuasive.

Participants were more persuaded by audio narratives 
about the health risks of caffeine compared with 
nonnarratives, and this was mediated by greater 
processing fluency for narratives (Bullock et al., 2021).

Social-pragmatic  
  Pragmatic inference People read between the lines of a 

message and infer what the speaker 
intended to communicate, going 
beyond literal meaning.

When exposed to generic statements about a social 
group (e.g., “Zarpies are good at baking pizzas”), 
children and adults inferred that a member of an 
unmentioned group (“Gorps”) was bad at this skill 
(Moty & Rhodes, 2021). This did not occur for 
nongeneric statements (e.g., “This Zarpie is good at 
baking pizzas”).

  Speaker inference People draw inferences about the 
speaker’s attributes from the language 
they use (e.g., their identity, values, 
and character traits), which can bias 
their response to the message.

Conservatives were less likely to oppose a 
proenvironmental policy when it appealed to a need 
for closure—a trait conservatives exhibit more than 
liberals. This resulted from the fact that participants 
inferred the policy was proposed by a fellow 
conservative (Lammers et al., 2023).

Emotional  
  Affective valence Language evokes positive and negative 

feelings, which can influence attitudes 
and decision-making. Effects may be 
stronger (or weaker, in some cases) 
when the feelings are more intense or 
arousing.

Participants expressed more negative attitudes 
toward immigration when it was discussed using 
negatively valenced group labels such as “illegal 
aliens” compared with more neutral labels such as 
“noncitizens” (Rucker et al., 2019).

  Discrete emotions Language evokes specific emotions (e.g., 
anger, fear, sadness) that figure into 
evaluations and reasoning.

Dutch participants expressed more support for 
cooperation among European Union nations when 
economic investments were framed positively than 
negatively, and this was mediated specifically by 
enthusiasm and anger, not other emotions (Lecheler 
et al., 2013).
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embarrassed for sending food back at a friend’s gather-
ing because it was a socially awkward thing to do.

What these examples illustrate is that communicative 
frames guide the aspects of prior knowledge—our cog-
nitive and semantic frames—that we use to organize 
and interpret the events described in a text or in speech. 
Different communicative frames lead people to con-
struct different situation models, which then inform 
judgments and predictions about the situation. This is 
one of the central cognitive mechanisms that has been 
proposed for how linguistic framing works (Lakoff, 
1996, 2008; Lakoff & Johnson, 1980; Thibodeau, 
Hendricks, & Boroditsky, 2017; Thibodeau et al., 2019). 
However, we want to flag that this is simply part of the 
normal process for making meaning from language.2 
To demonstrate this effect using a real-world example, 
let’s examine the following viral Twitter (now X) 
exchange between The Economist magazine and user 
@ZachBoomG (can we call you Zach?), which took 
place on August 8, 2020. After you read the first post, 
ask yourself how you feel about the U.S. Postal Service 
(USPS). Then read Zach’s reply and ask yourself if your 
attitude has shifted:

@TheEconomist: The USPS is viewed favourably by 
91% of Americans despite billions in losses (3.9K 
likes, 1.0K retweets)

@ZachBoomG: It’s a service. It doesn’t lose money. 
It costs money. No one says the military loses $750b 
a year (162.3K likes, 42.5K retweets)

The Economist frames the USPS as a business, in 
which monetary losses symbolize failure. Zach counters 
by reframing the USPS as a service, such as the military; 
losses don’t fit the “service” frame—costs do. Our taxes 
pay for many vital services, including the military, 
police, firefighters, clean water, and, on this construal, 
the USPS. Your beliefs and attitudes toward the USPS 
might shift depending on which frame is organizing 
your current mental model (although it doesn’t hurt 
Zach’s case that “service” is in the name).

Many framing effects in the experimental literature 
can be similarly explained as a result of schematic  
(re)structuring of our mental model for the target issue. 
For example, in the “Beliefs” section, we described a 
study showing that relative to framing cancer as a jour-
ney framing cancer as a battle increased fatalistic think-
ing about the disease (D. J. Hauser & Schwarz, 2020). 
Even though this study used a figurative framing device, 
the structuring process works the same as the previous 
examples we discussed. That is, participants used the 
different semantic frames evoked by the two commu-
nicative frames to organize their mental model of 

coping with cancer. The “journey” semantic frame 
includes elements such as moving down a path toward 
a destination and encountering and overcoming obsta-
cles. When this frame is evoked in the context of cancer, 
these elements call up thoughts about the path of 
receiving treatment over time, the destination of remis-
sion and recovery, and obstacles such as pain and 
nausea.

The “battle” semantic frame, on the other hand, 
includes elements such as two opposing groups fighting, 
allies and enemies, and winners and losers. When this 
frame is evoked in the context of cancer, these elements 
summon thoughts about fighting the enemy cancer cells 
in the body, the goal of winning the battle by eliminating 
the threat, and the all-too-real possibility of losing the 
war by succumbing to the disease. As D. J. Hauser and 
Schwarz (2020) note: “One way to approach a battle is 
to yield, give up control, and surrender to the attacker” 
(p. 1699). They suggest that this element of the battle 
frame—the notion of surrender—was also evoked by 
the story, leading participants to entertain the idea that 
people with cancer may lose the war by surrendering. 
Consequently, they expressed a more fatalistic outlook 
toward the disease.

Reweighting of issue-relevant beliefs and values.  In 
some cases, communicative frames do not exert influ-
ence by restructuring our mental models. Rather, they 
work by making issue-relevant beliefs or values evoked 
by the frame seem more important (Chong & Druckman, 
2007; Nelson, Clawson, & Oxley, 1997; Nelson & Oxley, 
1999; Nelson, Oxley, & Clawson, 1997). As Nelson, Oxley, 
and Clawson (1997) explain in an article on the psychol-
ogy of news framing effects: “Frames tell people how to 
weight the often conflicting considerations that enter into 
everyday political deliberations. Frames may supply no 
new information about an issue, yet their influence on 
our opinions may be decisive through their effect on the 
perceived relevance of alternative considerations” (p. 226).

In one experiment that illustrates this mechanism, 
college students read a news report about a proposed 
Ku Klux Klan (KKK) rally at their university (Nelson, 
Clawson, & Oxley, 1997). For half of them, the story 
was framed as a free-speech issue, with a headline 
reading “Ku Klux Klan Tests OSU’s Commitment to Free 
Speech,” along with a few other sentences that rein-
forced the frame. For the other half, the story was 
framed as a public-order issue, with the following head-
line instead: “Possible Ku Klux Klan Rally Raises Safety 
Concerns.” Participants exposed to the “free-speech” 
frame expressed greater tolerance for KKK rallies and 
speeches. Critically, however, this effect was mediated 
by the importance participants placed on the values of 
freedom of speech and public order. Those exposed to 
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the “public-order” frame assigned significantly more 
weight to this value, which reduced their tolerance for 
the proposed rally.

Value reweighting helps explain the potency of com-
municative frames that evoke moral values and other 
attributes tied to a sense of personal identity. This is 
the explanation provided by Bryan and colleagues 
(2011) for why the noun form “being a voter” increased 
voter turnout compared with the verb form “vote” in 
the study we discussed in the “Behavior” section. Nouns 
communicate more stable, essential trait information 
than verbs do (Gelman & Heyman, 1999; Walton & 
Banaji, 2004). Because voting is a socially desirable 
activity in the United States, people may be motivated 
to see themselves (and be seen) as someone who 
votes—a voter. Exposure to the noun frame in the elec-
tion survey may have caused people to assign more 
importance to this self-identity trait, increasing their 
likelihood of voting in the election. Although this effect 
has not been consistently replicated (Gerber et  al., 
2016, 2018, 2023), other studies have shown how com-
municative frames that invoke moral values relevant to 
the receiver may be especially effective at shaping atti-
tudes and beliefs (e.g., Bloemraad et al., 2016; Bryan 
et al., 2013, 2014; Feinberg & Willer, 2013, 2015, 2019; 
Feygina et  al., 2010; Franks & Scherr, 2019; Hurst & 
Stern, 2020; Kidwell et  al., 2013; Nath et  al., 2022; 
Voelkel et  al., 2022, 2023; Voelkel & Feinberg, 2018; 
Wolsko et al., 2016).

For example, one experiment found that conserva-
tive Americans expressed increased support for same-
sex marriage when it was framed in terms of loyalty to 
the nation (“same-sex couples are proud and patriotic 
Americans”), an important conservative value (Feinberg 
& Willer, 2015). In the same set of studies, liberal 
Americans expressed increased support for military 
spending when it was framed in terms of fairness and 
equality (“through the military, the disadvantaged can 
achieve equal standing and overcome the challenges 
of poverty and inequality”), which are important liberal 
values. Similar effects are evident in various sociopoliti-
cal domains, including support for environmental 
causes (Feinberg & Willer, 2013; Feygina et al., 2010; 
Hurst & Stern, 2020), immigration (Nath et  al., 2022; 
Voelkel et al., 2022), and political figures (Voelkel et al., 
2023; Voelkel & Feinberg, 2018). Aligning the moral 
values in a communicative frame with the moral values 
held by the target audience is known as “moral refram-
ing.” Feinberg and Willer (2019) provide a compelling 
explanation for the potency of this rhetorical strategy, 
especially in the context of political persuasion:

Because moral convictions are so strongly held, 
arguments that appeal to them are difficult to 

discount, even when used to argue for a position 
one would typically oppose. As a result, when 
individuals face a morally reframed argument that 
resonates with their fundamental moral convic-
tions, they are more likely to evaluate the argu-
ment positively and revise their relevant attitudes 
as a result. (p. 4)3

Priming.  After reading the word “table,” you are quicker 
to recognize the word “chair” (but not “suitcase”). You 
are also more likely to answer a question such as “What’s 
an important piece of furniture?” with “table” or “chair” 
than with “bookshelf.” This is known as priming, in 
which exposure to one stimulus—in this case, a word—
temporarily increases the accessibility and processing of 
related stimuli. Priming is a well-established, basic cogni-
tive process (Schacter & Buckner, 1998), and it has been 
used to explain a range of framing effects. For example, 
a negative/loss frame such as “25% fat” may prime associ-
ated negative concepts (e.g., “unhealthy,” “bad”). This 
would lead you to evaluate a product more negatively 
than a logically equivalent positive/gain frame such as 
“75% lean,” which primes more positive concepts (Levin 
et al., 1998).

Communication scholars have argued that priming 
helps explain the influence of political and news-media 
frames (Hoewe, 2020; Roskos-Ewoldsen & Roskos-
Ewoldsen, 2009). Stories and messages in the media 
become more accessible (“primed”) in the minds of the 
public, which can then impact attitudes. When you are 
asked how you feel toward a political candidate run-
ning for office, any negatively (or positively) framed 
recent news stories will likely come to mind. Information 
that is easily accessible in this way is often assumed to 
be more common or diagnostic (the “availability heu-
ristic”; Tversky & Kahneman, 1973), so priming a nega-
tive story may bias your evaluation against the candidate. 
As a result, what the mass media choose to focus on 
in their coverage can powerfully shape what the public 
views as relevant and important (this is known as 
“agenda setting” in communication studies; Weaver 
et al., 2004).

That said, priming alone cannot fully explain certain 
media framing effects (Hendricks et al., 2018; Nelson, 
Clawson, & Oxley, 1997; Thibodeau & Boroditsky, 2011; 
Thibodeau, Crow, & Flusberg, 2017). For example, in 
the KKK rally study described in the previous section 
(Nelson, Clawson, & Oxley, 1997), participants com-
pleted a “lexical-decision” task after reading their 
assigned news article. They were shown a series of 
letter strings in a randomized order and had to indicate 
as quickly as possible whether each string was a real 
word or not. Some of the real words were associated 
with free speech (e.g., “liberty”), some were associated 
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with public order (e.g., “danger”), and the rest were 
neutral fillers (e.g., “planet”). If participants were 
primed by reading the message frames, you would 
expect their reaction times to depend on which frame 
they received. Specifically, those exposed to the free-
speech frame should be faster to respond to the free-
speech-related words, and those exposed to the 
public-order frame should be faster to respond to the 
public-order-related words. No such pattern was 
observed. As we described earlier, however, the degree 
of importance participants placed on free speech and 
public order did predict their support for the KKK rally, 
suggesting that value reweighting—and not priming—is 
the central mechanism for eliciting these effects.

Other studies indicate that priming cannot fully 
account for the framing effects of metaphors (Hendricks 
et al., 2018; Thibodeau & Boroditsky, 2011; Thibodeau, 
Crow, & Flusberg, 2017). For example, in one experi-
ment, participants read a brief report about a city expe-
riencing a surge in violent crime. The first sentence of 
the article framed crime as either a “beast” or a “virus” 
that was ravaging the city. Compared with participants 
in the “virus” condition, those who read that crime was 
a “beast” were more likely to generate enforcement-
related solutions to the crime problem (e.g., build more 
jails)—conceptually congruent with the “beast” frame. 
In another version of the study, participants were sim-
ply asked to list a synonym for the word “beast” or 
“virus” before reading a nonmetaphorically framed ver-
sion of the news report. In this case, there was no dif-
ference in the solutions generated across conditions. 
This suggests that simply being primed with a word is 
not sufficient to generate a metaphor framing effect. 
Rather, the word has to be used as a metaphor—a kind 
of schematic structure—to influence people’s mental 
model of the target issue.

Processing fluency.  Some messages feel easier to read 
and understand than others. Consider how much more 
arduous it is to trudge through a legal contract than to 
float through breezy prose in a romance novel. This sub-
jective feeling of how easy or difficult it is to process new 
information is known as processing fluency—a kind of 
metacognitive judgment. Research has shown that peo-
ple often use fluency as a heuristic in reasoning, favoring 
information that is easier to process and giving it greater 
weight in their evaluations (Alter & Oppenheimer, 2006; 
Bullock et al., 2021; Claypool et al., 2015; Schwarz et al., 
2021; Shah & Oppenheimer, 2007; for evidence that the 
relationship between fluency and reasoning is not so 
simple, however, see Markowitz & Shulman, 2021; 
Oppenheimer, 2008). All else being equal, for example, 
people form more positive impressions of others with 
names that are easier to pronounce (e.g., Mr. Smith vs. 

Mr. Colquhoun; Laham et  al., 2012), viewing them as 
more trustworthy (Silva et al., 2017) and truthful (Newman 
et al., 2014).

Consequently, several studies have found that pro-
cessing fluency can increase the persuasive power of a 
message frame (Bullock et al., 2021; Kidwell et al., 2013; 
H. J. Kim & Jang, 2018; A. Y. Lee & Aaker, 2004; Mayer 
& Tormala, 2010; Okuhara et  al., 2017). This may be 
another reason why it is so effective to align the moral 
values in a communicative frame with the moral values 
held by the target audience (Feinberg & Willer, 2019). 
In one study, for example, participants were randomly 
assigned to view one of two messages aimed at increas-
ing support for a recycling program (Kidwell et  al., 
2013). One appeal was framed in terms of “individual-
izing” moral foundations such as fairness and harm 
reduction, which resonate more with liberal values. The 
other was framed in terms of “binding” moral founda-
tions such as being part of a group and duty to authority, 
which resonate more with conservative values. Recycling 
intentions were higher when the moral values of the 
message aligned with the moral values of the partici-
pant. However, this was mediated by processing fluency: 
Liberal participants found the “individualizing” message 
clearer and easier to follow, whereas conservatives felt 
that way about the “binding” message. Although these 
results are intriguing, processing fluency is a relatively 
understudied mechanism in the linguistic framing litera-
ture. More research is needed to better understand its 
role in different types of framing.

Social-pragmatic mechanisms

Pragmatic inference.  Language comprehension involves 
“reading between the lines” and interpreting the meaning 
of words in context. This often requires going beyond 
the literal meaning of a statement to figure out what the 
person really means. As we read or listen to language, 
we draw pragmatic inferences about the speaker’s or 
writer’s communicative intentions, assuming that they 
have chosen their words for good reason—because they 
are informative and relevant (Christiansen & Chater, 
2022; Goodman & Frank, 2016; Grice, 1975; Sperber & 
Wilson, 1986). For example, imagine you’re out with a 
friend and you ask about the blind date she went on the 
night before. She pauses for a moment before replying, 
“He was nice.” How would you interpret this response? 
“Nice” is a positive attribute, so you might conclude she 
liked her date. But if she really liked him, wouldn’t she 
say so more directly? By saying he was “nice”—and not 
saying he was “amazing, charming, and sexy”—your 
friend might be politely communicating that she found 
him boring, unattractive, and unworthy of a second date. 
This example illustrates that our situation models are 
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based not only on the literal meaning of the words we 
hear but also on our assumptions about what the speaker 
intends to communicate.

Evidence suggests that pragmatic inferences contrib-
ute to a broad range of framing effects, including sev-
eral we have introduced already (e.g., Flusberg, 
Thibodeau, & Holmes, 2022; Flusberg, van der Vord, 
et al., 2022; Frisch, 1993; Holmes et al., 2022; Kühberger, 
1995; Kühberger & Tanner, 2010; Leong et  al., 2017; 
Mandel, 2001, 2014; McKenzie & Nelson, 2003; Rook & 
Holmes, 2023; Sher & McKenzie, 2006; Wu et al., 2021). 
For instance, multiple scholars have promoted a prag-
matics-based account of the “unusual disease” risky-
choice framing effect we described in the “Reasoning, 
Judgment, and Decision-Making” section (e.g., Frisch, 
1993; Gigerenzer, 2018; Kühberger, 1995; Kühberger & 
Tanner, 2010; Mandel, 2001, 2014; Pinker, 2007). Mandel 
(2014) hypothesized that people assume communicated 
quantities are “lower-bounded” estimates rather than 
precise values unless otherwise stated (for a similar 
claim, see Pinker, 2007). In other words, when you are 
presented with the response option “If Program A is 
adopted, 200 people will be saved,” you’ll tend to inter-
pret it as “at least 200 people will be saved” rather than 
“exactly 200 people will be saved.” The same is true for 
the loss-framed option, “If Program C is adopted, 400 
people will die.” Here you would probably interpret it 
as “at least 400 people will die.” Mandel argued that 
this is why people are more likely to choose Program 
A than Program C in the two versions of the experi-
ment: C implies more deaths than A, pragmatically 
speaking. To support this claim, he showed that the 
framing effect is eliminated if you add the word 
“exactly” to the language of the response options but 
not if you add “at least” (for conflicting evidence, how-
ever, see Chick et al., 2016; Claus, 2022).

A similar account may explain why subject-comple-
ment statements of equality (e.g., “girls do just as well 
as boys at math”; see “Beliefs” section) lead people to 
conclude that the group occupying the complement 
position (“boys”) is superior (Holmes et  al., 2022). 
People tend to infer that the speaker framed this group 
as the standard or “reference point” to communicate that 
it truly is superior. They then use this insight to update 
their own beliefs. Consistent with this explanation, a 
recent set of studies showed that subject-complement 
statements elicited stronger framing effects for partici-
pants who were more sensitive to their pragmatic impli-
cations (Holmes, Wu, et al., 2024; Wu et al., 2021).

Finally, the pragmatics of everyday conversation can 
help explain many framing effects related to how peo-
ple respond to questions and directions. For example, 
we noted earlier that people who called an emergency 
medical hotline provided shorter responses to 

directions framed using the present perfect tense (“Tell 
me what’s happened”) compared with the past tense 
(“Tell me what happened”; Riou et  al., 2017; see 
“Behavior” section). This may be because the past tense 
implies that the speaker is interested in hearing about 
everything leading up to the current situation, whereas 
the present perfect tense implies an interest in the here 
and now. Similarly, people in crisis may be less likely 
to engage with police negotiators who propose that 
they “talk” rather than “speak” because “talk” implies a 
more confrontational exchange (Sikveland & Stokoe, 
2020; for additional discussion of these cases, see 
Enfield, 2022). These examples serve as a lesson to 
researchers on the importance of paying careful atten-
tion to the wording of questionnaires and other linguis-
tic measures, which will inevitably be interpreted 
pragmatically (Schuman & Presser, 1996; Schwarz & 
Oyserman, 2001; for similar recommendations in the 
domain of law, see Kellermann, 2007).

Inferences about the speaker.  In addition to provid-
ing clues about a speaker’s intended meaning, language 
provides clues about the speaker. People draw many 
inferences about others based on their choice of words 
or their “linguistic style,” including judgments of intelli-
gence, group membership, social power, familiarity with 
the topic, and credibility (Areni & Sparks, 2005; Blanken-
ship & Craig, 2011; Gibbons et  al., 1991; Holtgraves & 
Lasky, 1999; Hosman & Siltanen, 2006). For example, one 
study found that participants judged a writer to be less 
intelligent when they used more complex and esoteric 
language (Oppenheimer, 2006). This effect was mediated 
by the reduced processing fluency associated with com-
plicated prose.

Our impressions of people can affect how persuasive 
we find them (Blankenship & Craig, 2011). For exam-
ple, some people communicate in a seemingly “power-
less” style, using more hesitations (“um . . .”), hedges 
(“I sort of think that . . .”), and tag questions (“Right? 
You know what I mean?”). People form more negative 
impressions of powerless speakers and are less per-
suaded by their messages (Areni & Sparks, 2005; 
Gibbons et  al., 1991; Holtgraves & Lasky, 1999). In 
contrast, speakers who use many intensifiers (e.g., 
“really,” “extremely”) are often perceived as more com-
petent and in control (Hosman & Siltanen, 2006), 
although their persuasiveness can differ as a function 
of other situational factors (Blankenship & Craig, 2011; 
Hamilton et  al., 1990). Consider former President 
Donald Trump, known for frequently using intensifiers 
such as “very” and “tremendously” in his remarks. For 
those supporters who view him as a credible source of 
information, this might increase Trump’s persuasive 
power. For those who view him as untrustworthy and 
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deceitful, however, such language might reinforce that 
negative opinion. A study by Hamilton and colleagues 
(1990) found empirical support for this possibility: 
Language intensity enhanced the persuasiveness of a 
message delivered by a high-credibility source but 
inhibited persuasiveness for a message delivered by a 
low-credibility source.

We are also quick to form impressions about the 
social identities of communicators based on subtle lin-
guistic details. Such inferences can lead to framing 
effects with significant implications for society (e.g., 
Gaucher et al., 2011; Lammers et al., 2023). For exam-
ple, one set of studies examined the impact of gender-
stereotypical wording in job advertisements (Gaucher 
et  al., 2011). Certain words and phrases are more 
strongly associated with masculine stereotypes (e.g., 
determined, strong, competitive, superior), whereas 
others are more strongly associated with feminine ste-
reotypes (e.g., supportive, committed, sensitive, nurtur-
ing). When a job advertisement was constructed to 
include more masculine than feminine wording, par-
ticipants inferred that there were more men working in 
that occupation. As a result, women expressed less 
interest in the job, and this was mediated by their feel-
ing that they wouldn’t belong at the company advertis-
ing the position.

Emotional mechanisms

Aristotle argued that appeals to the emotions (pathos) 
form a central pillar of rhetoric. This view is echoed in 
contemporary scholarship on attitudes, reasoning, and 
persuasion, in which emotion is understood to play a 
critical role (Dillard & Seo, 2013; Lerner et al., 2015; 
Nabi, 2002b; Slovic et al., 2007). Feelings and emotions 
elicited by language infuse our situation models and 
guide how we respond to a message. Here we consider 
the role of affective valence and discrete emotional 
experiences as mechanisms in this process.

Affective valence.  We often use our current affective 
state as a heuristic for decision-making, gravitating toward 
options that evoke positive feelings and leaning away 
from options that evoke negative feelings (Slovic et al., 
2007).4 This can help explain a variety of framing effects. 
For example, several scholars have argued that affective 
responses play a key role in risky-choice and other types 
of gain/loss or “valence” framing (De Martino et al., 2006; 
Druckman & McDermott, 2008; Loewenstein et al., 2001; 
Nabi et al., 2020; Stark et al., 2017b; Young et al., 2019; 
but see H. Cheng et al., 2022). One functional neuroim-
aging study found that risky-choice framing effects were 
associated with increased activity in “emotional” brain 
regions such as the amygdala, whereas activity in more 

“cognitive” regions such as the prefrontal cortex was 
associated with reduced framing effects (De Martino 
et  al., 2006). In a recent behavioral experiment, risky-
choice framing was mediated by the valence of people’s 
self-reported evaluations of gain- and loss-framed 
response options (Stark et  al., 2017b). Finally, a meta-
analysis of 30 years of communication research found 
that whereas gain frames tend to induce positive emo-
tions, loss frames tend to induce negative emotions, and 
the presence of these emotions increases the influence of 
the frames (Nabi et al., 2020).

Language itself is valenced as well, as individual 
words and phrases can evoke positive or negative feel-
ings. This can be considered a form of emotional prim-
ing and helps explain certain framing effects. In the 
“Attitudes” section, for example, we discussed how 
people form more negative attitudes toward immigra-
tion when it is framed using negatively valenced group 
labels such as “illegal aliens” compared with more neu-
tral labels such as “noncitizens” (Rucker et al., 2019). 
The affective associations of these terms are the prin-
cipal drivers of people’s reactions. This is why emo-
tional language is ubiquitous in political communication. 
Partisans on both sides of the aisle routinely use words 
and phrases that elicit positive feelings for positions 
they favor and negative feelings for positions they 
oppose. This is reflected in how Republican politicians 
use the phrase “death tax” to describe a tax on large 
inheritances because they are averse to taxing wealthy 
citizens (Lakoff, 2008, 2014; Luntz, 2007).

Even the most subtle differences in valence can 
shape attitudes. Some words seem neutral on their own 
but have a tendency to appear alongside mostly posi-
tive or negative words in speech and writing. For 
instance, the word “cause” is often followed by nega-
tively valenced words such as “death,” “problems,” 
“damage,” and “pain.” The word “produce” is nearly 
synonymous with “cause,” yet it is more likely to be 
followed by positively valenced words such as “results,” 
“effects,” and “goods.” As a result, “cause” is said to 
have more negative “semantic prosody” than “produce” 
(D. J. Hauser & Schwarz, 2016). Several studies have 
shown that semantic prosody can elicit framing effects 
(for review, see D. J. Hauser & Schwarz, 2023). In one 
experiment, participants read a sentence about a man 
and then evaluated him on several traits (D. J. Hauser 
& Schwarz, 2018). Across conditions, the sentences 
were identical but for one word that was either positive 
(“totally”) or negative (“utterly”) in semantic prosody: 
“As his siblings discovered, Daniel was a[n] totally 
[utterly] changed man when he returned.” Those who 
read the sentence framed with “utterly” rated Daniel as 
less competent and colder than those who read the 
sentence framed with “totally.”
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Discrete emotions.  When we communicate about feel-
ings, we typically use discrete emotion labels such as 
“happy,” “sad,” “guilty,” “scared,” and “angry.” The latter 
four are all negatively valenced but used to express very 
different feelings, which may generate different reactions 
to a message. This may influence the persuasive power of 
a communicative frame. One meta-analysis found that 
fear-based appeals reliably affect attitudes and increase 
behavioral intentions and behaviors because people are 
motivated to avoid sources of fear described in a message 
(Tannenbaum et al., 2015). Another meta-analysis found 
that anger-based appeals have a somewhat inconsistent 
persuasive influence that depends on many other factors 
such as argument quality (Walter et al., 2019). These con-
trasting effects may be related to differences in approach-
avoidance motivation associated with fear and anger 
(Adams et al., 2006; A. J. Elliot et al., 2013). This is one 
reason scholars have argued that it is necessary to con-
sider the role of discrete emotions in framing, over and 
above a focus on affective valence (Lerner & Keltner, 
2000; Nabi, 1999, 2002a, 2002b, 2010).

Many studies in the communication literature concur, 
showing that different emotions can generate different 
reactions to persuasive messages, even when those 
emotions have the same valence or arousal levels (e.g., 
Dillard & Nabi, 2006; Lecheler et al., 2013; Nabi, 2002a; 
Yang & Chu, 2018). In this way, discrete emotions func-
tion as cognitive frames—evoked by language—that 
structure how people conceptualize an issue (Nabi, 
2003). Once activated, these emotions shape what infor-
mation is accessible and guide how people reason 
about the content of a message. In one experiment, for 
example, Dutch participants read a news report about 
economic investments in Bulgaria and Romania after 
those countries had joined the European Union 
(Lecheler et al., 2013). The article framed this situation 
either in a positive way, emphasizing the excitement of 
Dutch investors, or in a negative way, emphasizing the 
investors’ outrage. Participants then rated their support 
for the view that cooperation between the European 
Union, Bulgaria, and Romania would be profitable. 
They also rated their feelings of enthusiasm, content-
ment, fear, and anger in response to this economic 
agreement. The framing manipulation had the predicted 
effect, with the positive frame eliciting greater support. 
However, this effect was mediated by two specific emo-
tions: enthusiasm (but not contentment) and anger (but 
not fear). This suggests that measuring discrete emo-
tions can provide more nuanced mechanistic accounts 
than measuring affective valence alone.

Are framing effects irrational?

In this section, we have described several mechanisms 
that explain the provenance of common linguistic 

framing effects. Before moving on, we make two final 
points about these mechanisms and raise an important 
related question.

First, the mechanisms described earlier are not mutu-
ally exclusive. A single, seemingly basic framing effect 
may result from two or more mechanisms operating 
simultaneously (or separately in different individuals). 
For example, we have reviewed evidence that prag-
matic inference and affective valence both contribute 
to risky-choice framing, and schematic structuring may 
play a role as well (see ”Equivalency Framing” section). 
Our broader framework suggests that, as in all forms 
of human communication, framing arises as people use 
whatever clues are available to generate a situation 
model of the topic at hand. That means they will readily 
integrate semantic, social-pragmatic, and affective infor-
mation in the course of constructing a mental model of 
the target issue. From there, they will tend to answer 
whatever question has been posed to them by drawing 
on the cognitive and emotional contours of the model.

Second, framing research is deeply connected to other 
psychological theories of persuasion and cognitive pro-
cessing. This has implications for how we think about 
the nature of linguistic framing. In the 20th century, the 
scientific study of social influence and persuasion 
emerged as a central topic for researchers in social psy-
chology and communication, coinciding with the rise of 
mass-media technologies (Cialdini, 2001; Crano & Prislin, 
2006; Perloff, 2017; Pratkanis & Aronson, 1991). Like 
Aristotle, these scholars asked what makes people more 
or less likely to change their attitudes, beliefs, and behav-
ior in response to messages with persuasive appeal. 
Much of this work focused on how people process and 
engage with such information. One highly influential 
theory of persuasion is the elaboration likelihood model 
(ELM; Petty & Cacioppo, 1986; for alternative models, 
however, see, e.g., Chaiken, 1987; Kruglanski & 
Thompson, 1999). The ELM is a “dual-process” model. 
This popular characterization of the human mind posits 
two general modes of cognitive processing: one fast, 
automatic, and intuitive and the other slow, reflective, 
and deliberate ( J. S. B. Evans, 2008; J. S. B. Evans & 
Stanovich, 2013; Kahneman, 2011).

According to the ELM, both modes of thinking can 
lead to persuasion. The “central route” to persuasion 
engages the rational, reflective mode (think Aristotle’s 
logos). In this case, you would carefully assess the 
quality of the persuasive appeal, generate and evaluate 
counterarguments, and otherwise “elaborate” on the 
content of the message. For example, after reading an 
article recommending a new vaccine, you might analyze 
the risks on the basis of medical data and your personal 
health situation, consult your doctor for a second opin-
ion, and then decide to get vaccinated. The “peripheral 
route” to persuasion, on the other hand, engages the 
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intuitive, reflexive mode of thinking (think ethos and 
pathos). In this mode, you would rely on heuristics, or 
mental shortcuts, to come to a decision, such as your 
immediate emotional reaction to the message. For 
example, maybe you decide to get vaccinated because 
the tone of the article makes you anxious, or because 
you trust your experienced doctor who sent it to you. 
The ELM further specifies who is likely to elaborate on 
a persuasive message through the central route (hence 
“elaboration” and “likelihood” in the name of the 
model)—namely, those who are sufficiently motivated 
and able to interrogate the persuasive appeal. For 
example, someone who cares about their health, has 
mixed feelings about pharmaceutical interventions, has 
some spare time, and enjoys analyzing scientific data 
would be especially likely to consciously reflect on the 
article recommending the new vaccine.

At first glance, all the framing effects we have 
described—and the mechanisms that explain them—
seem to fall under the umbrella of “fast and automatic” 
processing. That is, most framing manipulations appear 
to operate via the peripheral route to persuasion. Their 
effects seem almost subliminal. This is one reason they 
are so interesting and attention-grabbing, raising the 
specter of Orwellian social control. Although people 
can engage in deliberate reasoning about, say, the prag-
matic implications of a message (“Hmmm, I wonder 
what she meant by saying her date was ‘nice.’ Maybe 
she doesn’t really like him . . .”), most of the experi-
ments we have described do not encourage such elabo-
ration. Participants are usually expected to work 
through a problem quickly, without much reflection, 
so any impact of a message frame is assumed to be 
largely automatic. When researchers require people to 
consciously articulate their reasoning before making a 
decision, framing effects are often reduced or elimi-
nated (e.g., F. F. Cheng et al., 2014; Hodgkinson et al., 
1999; Sieck & Yates, 1997; Takemura, 1994; but see Igou 
& Bless, 2007; LeBoeuf & Shafir, 2003).

The dominance of peripheral-route explanations in 
the framing literature raises an important question: Are 
framing effects irrational? Consider that people often 
respond quite differently when presented with subtly 
different communicative frames, even when the “logi-
cal” content of the frames is identical (e.g., in terms of 
numbers of lives saved). This has led many researchers 
to conclude that such effects reveal the irrationality of 
human judgment, which deviates from idealized models 
of rational choice (Ariely, 2008; Kahneman, 2011).

However, we side with critics who have argued that 
it is rational to respond differently when the same situ-
ation is framed differently (Bermúdez, 2020; Flusberg, 
Thibodeau, & Holmes, 2022; Gigerenzer, 2018; McKenzie 
& Nelson, 2003; Pinker, 2007; Sher et al., 2022; Sher & 

McKenzie, 2006). As our discussion of pragmatics illus-
trated, the “meaning” of a message goes beyond the 
surface-level, literal content of a proposition. Even 
seemingly equivalent message frames can communicate 
very different—and relevant—information about a tar-
get issue. It is perfectly sensible to use such information 
in the course of your decision-making, even if you are 
not fully aware of all the ways the message frame has 
shaped your reasoning. Moreover, and importantly, it 
is not the case that all framing effects result from auto-
matic or reflexive processing. Sometimes communica-
tive frames are effective precisely because they motivate 
the audience to process a message more deeply (e.g., 
Ottati et al., 1999). Ultimately, it is overly simplistic to 
view framing as a form of subliminal manipulation that 
exposes irrational flaws in human reasoning. Rather, 
framing is a complex but natural consequence of the 
way people communicate.

A Taxonomy of Framing Devices

So far, we have covered a wide range of effects that 
result from linguistic framing and multiple mechanisms 
that underlie these effects. In this section, we turn to 
the communicative frames themselves: How can we alter 
the structure or content of a message to induce a fram-
ing effect? This question gets at the heart of applying 
framing to issues in the public interest. We have already 
introduced many of these framing devices, such as meta-
phor framing and risky-choice framing, but here we 
organize these subtypes into a broader taxonomy and 
highlight some of the prominent findings for each one.

This list is admittedly partial and idiosyncratic 
because no formal classification system for framing 
devices currently exists. Researchers interested in fram-
ing tend to coin their own terms, only some of which 
take hold and are picked up by other scholars. 
Therefore, it is challenging to develop a coherent tax-
onomy for different types of communicative frames. 
One popular approach distinguishes between two 
broad categories of framing: equivalency framing and 
emphasis framing (Bullock & Shulman, 2020; Druckman, 
2001). Equivalency framing is when the same informa-
tion is presented in two different forms that are “logi-
cally equivalent”—having the same literal meaning (or 
“truth value,” as philosophers put it). We have consid-
ered several kinds of equivalency framing already, 
including risky-choice framing and attribute framing 
(e.g., describing beef as 25% fat vs. 75% lean). Framing 
that uses subject-complement syntax (e.g., “girls are just 
as skilled as boys” vs. “boys are just as skilled as girls”) 
is another example. This is a useful category, and we 
address the many subtypes of equivalency framing in 
the next section.
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Emphasis framing, on the other hand, is when the 
communicator emphasizes one logically distinct inter-
pretation over another, deliberately or otherwise. 
Consider the differences between the pro-dog and pro-
raccoon headlines at the bottom of Figure 1, which 
promote a partisan interpretation of the “neutral” head-
lines at the top. We have encountered many examples 
of emphasis framing already, including the use of dif-
ferent metaphors (e.g., “battle” vs. “journey”), labels 
(e.g., “illegal aliens” vs. “noncitizens”), and values (e.g., 
“free speech” vs. “public order”). Scholars sometimes 
delineate different subtypes of emphasis framing in 
discussions of how politicians and the news media 
frame important issues. For example, episodic frames 
focus on individual people and events, whereas the-
matic frames zoom out to consider broader historical 
and contextual factors (Iyengar, 1991; see also our dis-
cussion of psychological-distance framing below).

Although useful, the distinction between equivalency 
and emphasis framing is somewhat limiting. For one 
thing, it is too broad. There are dozens of framing manip-
ulations discussed in the literature, and lumping them all 

into two categories does little to illuminate meaningful 
differences. In addition, there are types of linguistic fram-
ing that do not fit neatly into the equivalency/emphasis 
binary. Some of the framing effects we have reviewed, 
such as the difference between “what happened” and 
“what’s happened,” are so subtle that a social scientist 
might balk at placing them in the same category as the 
contrast between “free speech” and “public order.”

Thus, we take a different approach to classifying lin-
guistic framing techniques. We focus on those aspects of 
linguistic form or content that are manipulated in the 
frame (for a summary of our taxonomy, see Table 3; for 
alternative typologies, see Hallahan, 1999; O’Keefe, 
2017b). This approach dovetails with our contention that 
framing should be viewed through the lens of human 
communication, and it provides a more practical organi-
zational schema for these purposes. Please note, how-
ever, that the framing devices we describe below comprise 
fuzzy categories and subcategories that are not mutually 
exclusive. For example, equivalency frames and gram-
matical frames can both evoke different degrees of psy-
chological distance, and some metaphors might be 

Fig. 1.  A humorous illustration of emphasis framing. The six headlines at the top are reworked to emphasize a pro-dog 
or pro-raccoon perspective. Any similarities to our current partisan media landscape are likely intentional. Reprinted with 
permission from Wait But Why (Urban, 2023).
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Table 3.  Taxonomy of Linguistic Framing Techniques

Type of framing Definition Example of framing effect

Equivalency When information is presented in different 
forms that are logically equivalent/have the 
same literal meaning; can involve a contrast 
between positive/negative frames (valence 
framing) or more neutral frames (nonvalenced 
framing); traditionally distinguished from 
emphasis framing, in which a communicator 
emphasizes one logically distinct 
interpretation over another

 

  Valence  
    Risky choice Describing the response options in an 

uncertainty-related problem using positive 
(e.g. “saved”) or negative (e.g., “killed”) 
language

In response to a scenario describing an outbreak 
of a new disease expected to kill 600 people, 
participants were more likely to select a sure 
(as opposed to risky) health program when 
it was framed positively (“200 people will be 
saved”) than when it was framed negatively 
(“400 people will die”; Tversky & Kahneman, 
1981).

    Attribute Describing an object or event in terms of a 
positive or desirable attribute (e.g., “85% 
survival rate”) or a negative or undesirable 
attribute (e.g., “15% mortality rate”)

Participants assigned greater fines to a company 
whose deceptive advertising practices were 
described using a negative frame (80% chance 
they knew the ad was deceptive) than a 
positive frame (20% chance they did not know 
the ad was deceptive; Dunegan, 1996).

    Goal Describing the consequences of an action (or 
inaction) in terms of positive or negative 
outcomes

College women expressed greater intentions to 
engage in breast self-examination (BSE) after 
reading a loss-framed pamphlet (“women who 
do not do BSE have a decreased chance of 
finding a tumor . . .”) than after reading a gain-
framed pamphlet (“women who do BSE have 
an increased chance of finding a tumor . . .”; 
Meyerowitz & Chaiken, 1987).

    Comparison Comparing items in terms of one being “better” 
than the other (positive frame) versus one 
being “worse” than the other (negative frame)

Participants rated two items (e.g., sodas) as lower 
quality when they were exposed to the negative 
“worse” frame compared with the positive 
“better” frame. The perceived difference 
between the items was also larger following the 
negative frame (Inbar & Evers, 2022).

  Nonvalenced  
    Subject-complementa Describing an equivalence between groups 

using subject-complement syntax (e.g., “Xs 
are just as good as Ys” places Xs in the 
subject position and Ys in the complement 
position); also an example of grammatical 
framing

Participants who read that “Christians are just 
as likely as Muslims to commit terrorist acts” 
rated Muslims as more likely to be terrorists 
compared with when the positions of the 
groups were reversed (but only if they did not 
cite this statement as figuring prominently in 
their evaluations; Holmes et al., 2022).

    Unit Describing a quantitative value using different 
units; often involves presenting a smaller 
annuity (e.g., “$1 per day”) as opposed to 
a larger aggregate amount (e.g., “$365 per 
year”)

Four times as many people enrolled in a savings 
program when deposits were framed in terms 
of smaller daily amounts than larger monthly 
amounts (Hershfield et al., 2020).

    Order Changing the order of a set of items in a list 
(e.g., “A, B, C” vs. “C, B, A”); the first item 
often anchors people’s evaluation of the set

When presented with a set of traits about another 
person, participants who heard a positive trait 
first endorsed more positive descriptors of the 
person than those who heard a negative trait 
first (J. Sullivan, 2019).

(continued)
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Type of framing Definition Example of framing effect

Figurative Use of figurative language—including 
hyperbole, irony, or metaphor—to frame 
discussion of an issue

 

  Metaphora Describing a target issue metaphorically, often 
in terms of a concrete or experiential source 
domain; also an example of lexical framing, 
especially in the case of nominal metaphors 
(e.g., “Police officers are warriors” vs. “Police 
officers are guardians”)

Participants were more likely to endorse 
biological causes of addiction and depression 
when these conditions were framed as 
infectious “brain diseases” than as “demons” 
preying on people (Flusberg et al., 2023).

Psychological distance Describing the same issue at different levels 
of abstraction that evoke different degrees 
of psychological distance—the sense of 
separation between us and what is being 
described; may be especially effective when 
there is a match between the abstractness of 
a message and the psychological distance of 
the events being described

Participants had more favorable views of 
a fictional senate candidate when the 
psychological distance of their campaign 
matched the level of abstraction in their 
campaign statement: When the campaign was 
set to begin in a week, concrete language led 
to greater favorability; when it was set to begin 
in 6 months, abstract language led to greater 
favorability (Kim et al., 2009).

  Narrative Describing an issue using a personal story, 
often from the perspective of an individual, in 
contrast to a more abstract, statistical, or facts-
based account

Chinese university students expressed greater 
intentions to get vaccinated against COVID-19 
after reading a narrative account of the benefits 
of vaccination compared with a nonnarrative 
account (Ye et al., 2021).

  Pronoun Describing a situation using different pronouns 
that communicate different levels of 
psychological distance

Participants who used “you” statements to 
psych themselves up (e.g., “You can do it!”) 
performed better on a subsequent anagram task 
than those who used psychologically closer 
“I” statements (e.g., “I can do it!”; Dolcos & 
Albarracín, 2014).

Lexical Describing a situation using different labels or 
descriptions that have different connotations

Participants evaluated meat more negatively—and 
consumed less of it—when the animal was 
described as having been raised on a “factory 
farm” as opposed to a “humane family farm” 
(Anderson & Barrett, 2016).

  Moral reframing Describing a situation by invoking moral values 
relevant to the target audience (especially for 
issues the audience may not be inclined to 
support)

Liberals expressed greater support for immigration 
when an appeal was framed in terms of 
“compassion” compared with “patriotism,” 
whereas conservatives showed the opposite 
pattern (Nath et al., 2022).

  Victim Common rhetorical technique that involves 
labeling the alleged perpetrator of a crime 
as the “real” victim in an attempt to mitigate 
blame and punishment

Participants who read a report about sexual-
assault allegations that framed the alleged 
assailant as a victim (of false accusations) 
expressed more support for him and less 
support for his accuser compared with a report 
that framed the accuser or neither character as 
the victim (Flusberg, van der Vord, et al., 2022).

Grammatical Describing a situation by manipulating the 
grammatical form or structure of a message 
rather than the content

 

  Agentive Describing an action by including the causal 
agent (“Carlos opened the umbrella”; agentive 
frame) or omitting the causal agent (“the 
umbrella opened”; nonagentive frame)

Participants attributed more blame and financial 
liability to a person who accidentally started a 
fire at a restaurant when the report was framed 
agentively (“she flopped the napkin. . .”) than 
nonagentively (“the napkin flopped. . .”; Fausey 
& Boroditsky, 2010).

Table 3.  (continued)

(continued)
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Type of framing Definition Example of framing effect

  Aspectual Using grammatical markers to emphasize either 
the completion of an event (“swerved”; 
perfective aspect) or the ongoing nature 
of the event (“was swerving”; imperfective 
aspect); imperfective aspect seems to elicit a 
more dynamic situation model

Participants evaluated a political candidate more 
negatively when prior negative actions were 
framed imperfectively (“was having an affair”) 
than perfectively (“had an affair”; Fausey & 
Matlock, 2011).

  Generic Describing an attribute using generic language 
(e.g. “Dogs are great swimmers”), which 
promotes more essentialist reasoning than 
nongeneric language (e.g., “That dog is a 
great swimmer”)

Generic statements about Democrats or 
Republicans (e.g., “Democrats support House 
Bill 858”) compared with quantified statements 
(e.g., “Many Democrats support House Bill 
858”) led participants to infer that the two 
parties held more polarized views (Novoa et al., 
2023).

  Dynamic norma Describing normative behavior in terms of 
change over time as opposed to more stable 
information; often involves both grammatical 
and lexical changes to a message

Participants were more willing to reduce meat 
consumption when presented with a dynamic 
norm message (“in the last 5 years, 30% of 
Americans have now started to make an effort 
to limit their meat consumption. . .”) than a 
static norm message (“30% of Americans make 
an effort to limit their meat consumption. . .”; 
Sparkman & Walton, 2017).

Note: This list is not exhaustive, and the categories that are provided are fuzzy. aMay belong in multiple categories.

Table 3.  (continued)

classified as lexical frames. This list is therefore not meant 
to be exhaustive or final; there are likely many variants 
of linguistic framing that we have inadvertently left out. 
We encourage you to read on with these caveats in mind.

Equivalency framing

Valence framing.  As we discussed, equivalency fram-
ing involves presenting people with seemingly equiva-
lent information in different ways. This often entails 
contrasting a positive (“gain”) frame and a negative 
(“loss”) frame, leading some scholars to prefer the term 
valence framing. Levin and colleagues (1998) distin-
guished between three types of valence framing based 
on differences in what is framed, what is affected, and 
how this is measured.

Risky-choice framing should be familiar by now. 
Here, response options in a problem-solving task with 
different levels of associated risk or uncertainty are 
framed in terms of gains or losses. This influences risk 
preferences and decision-making, as indexed by which 
option participants select to solve the problem. This 
type of valence framing originated with Tversky and 
Kahneman’s (1981) unusual disease study, and has been 
a major topic of interest ever since, especially in psy-
chology and behavioral economics.

Attribute framing is when an object or situation is 
framed in terms of a positive or desirable attribute (e.g., 

“75% lean” or “85% survival rate”) or a negative or unde-
sirable attribute (e.g., “25% fat” or “15% mortality rate”). 
Attribute framing affects the evaluation of a target item 
as indexed by some measure of attitudes (e.g., product 
ratings) or behavior (e.g., willingness to purchase a prod-
uct). In general, people show more favorable attitudes 
toward items and situations that are framed positively.

Goal framing is when the consequences of an action 
(or inaction) are framed in terms of positive or negative 
outcomes. This type of framing is often used to influ-
ence people’s behavior or behavioral intentions in a 
positive way—one reason it is prevalent in health and 
environmental communication. It is slightly more com-
plicated than other forms of valence framing, however. 
A gain frame might describe how engaging in the action 
will lead to a desirable outcome (“if you use sunscreen, 
you will be protected from the sun’s harmful rays”) or 
help you avoid an undesirable outcome (“if you use 
sunscreen, you will lower your risk of getting cancer”). 
Similarly, a loss frame might describe how not doing 
the action will lead you to miss out on the desirable 
outcome (“if you don’t use sunscreen, you won’t be 
protected from the sun’s harmful rays”) or experience 
the undesirable outcome (“if you don’t use sunscreen, 
you will increase your risk of getting cancer”). This 
differs from risky-choice and attribute framing because 
the target action is framed as something “good” in all 
circumstances.
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In a seminal study of goal framing, college women 
were presented with a short pamphlet on breast self-
examination (BSE) that included either the following 
underlined (gain frame) or bracketed (loss frame) infor-
mation (Meyerowitz & Chaiken, 1987):

By doing [not doing] BSE now, you can [will not] 
learn what your normal, healthy breasts feel like 
so that you will be better prepared [ill prepared] 
to notice any small, abnormal changes that might 
occur as you get older. Research shows that 
women who do [do not do] BSE have an increased 
[a decreased] chance of finding a tumor in the 
early, more treatable stage of the disease. . . . You 
can gain [lose] several potential health benefits by 
spending [failing to spend] only 5 minutes each 
month doing BSE. Take [Don’t fail to take] advan-
tage of this opportunity.

The results revealed that the loss frame was more 
impactful, as women in this condition reported greater 
intentions to engage in BSE than women who received 
the gain-framed pamphlet. A 4-month follow-up showed 
that the loss-frame participants had followed through 
on their intentions, performing BSE more often than 
the other participants in the intervening months. 
However, loss frames are not necessarily more impact-
ful than gain frames in studies involving other kinds of 
target actions (O’Keefe & Jensen, 2007, 2009, 2015; 
O’Keefe & Wu, 2012).

A fourth type of valence framing, comparison fram-
ing, was recently investigated by Inbar and Evers (2022). 
When comparing two items (e.g., two toasters, teams, or 
sodas), you can describe Item A as better than Item B or 
Item B as worse than Item A. Across multiple studies, 
participants rated both items lower in quality when they 
had been exposed to the negative “worse” frame com-
pared with the positive “better” frame. The perceived 
difference between A and B was also larger following 
the negative frame. Inbar and Evers suggest that this is 
because of linguistic “markedness.” For any pair of ant-
onyms, one word will be more dominant or “unmarked” 
(e.g., “better,” “longer,” “heavier”), whereas the other will 
be less dominant or “marked” (e.g., “worse,” “shorter,” 
“lighter”). Unmarked terms are generally easier to pro-
cess and remember, and they communicate a more neu-
tral position on the underlying scale. Marked terms, on 
the other hand, require more effort to understand, and 
they communicate a specific anchoring on one end of 
the scale (often the negative end; see also Clark, 1969; 
Harris, 1973; Lipscomb, Bregman, & McAllister, 1985; 
Lipscomb, McAllister, & Bregman, 1985).

The results of several meta-analyses suggest that 
valence framing reliably yields moderately sized effects 

(Freling et al., 2014; McDonald et al., 2021; Piñon & 
Gambara, 2005; Steiger & Kühberger, 2018). However, 
there are differences across different subtypes of 
valence framing. One recent meta-analysis in the 
domain of moral reasoning found an overall medium-
sized effect (Cohen’s d = 0.50; d = 0.22 when correcting 
for publication bias; McDonald et al., 2021). An analysis 
of studies published between 1997 and 2003 found 
reliable, moderate-to-medium effect sizes for risky-
choice framing (d = 0.44), attribute framing (d = 0.26), 
and goal framing (d = 0.44; Piñon & Gambara, 2005). 
Recent meta-analyses have found similar effect sizes for 
risky-choice framing (d = 0.52; Steiger & Kühberger, 
2018) and attribute framing (Pearson’s r = .25 for atti-
tude outcome measures and r = .21 for behavioral out-
come measures; Freling et al., 2014).

However, several meta-analyses by O’Keefe and col-
leagues suggest that the impact of goal framing in 
health communication is smaller and less consistent 
(O’Keefe & Jensen, 2006, 2007, 2009, 2015; O’Keefe & 
Wu, 2012). This is not surprising. Goal framing often 
targets people’s real-world health behaviors, which are 
complicated and influenced by many other factors. For 
messages encouraging disease detection behaviors, 
loss-framed appeals were found to be more persuasive 
than gain-framed appeals (O’Keefe & Jensen, 2009). 
This effect was very small overall (r = −.04), and only 
statistically significant for breast cancer detection 
behaviors (r = −.06). Loss framing had no measurable 
impact on detection behaviors for other conditions such 
as skin cancer or dental problems. For messages 
encouraging disease prevention behaviors, however, 
gain-framed appeals were slightly more persuasive than 
loss-framed appeals (O’Keefe & Jensen, 2007). Again, 
this effect was small (r = .03) and driven entirely by 
messages encouraging dental hygiene (r = .15). Other 
meta-analyses support this slight gain-frame advantage 
for promoting prevention behaviors (e.g., Gallagher & 
Updegraff, 2012). For example, gain-framed appeals 
were more effective than loss-framed appeals for 
encouraging physical activity to address obesity (r = 
.17; O’Keefe & Jensen, 2015). However, goal framing 
appears to have no impact on healthy eating (O’Keefe 
& Jensen, 2015) or skin-cancer prevention behaviors 
(O’Keefe & Wu, 2012).

As we discussed in the “Mechanics of Communication 
and Linguistic Framing” section, multiple mechanisms 
contribute to valence framing effects, including prag-
matic inferences and emotional reactions associated 
with the message frames (De Martino et al., 2006; Inbar 
& Evers, 2022; Leong et al., 2017; Mandel, 2014; Nabi 
et  al., 2020; Stark et  al., 2017; see also Kreiner & 
Gamliel, 2018). Researchers have also devoted consider-
able attention to the cognitive mechanisms that underlie 
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risky-choice framing, although a full treatment of the 
various models is beyond the scope of this article (for 
a recent attempt to compare formal models, see 
Huizenga et al., 2023). Much of this work describes the 
mental representations people construct in response to 
different frames and the internal (unconscious) calcula-
tions they run before making a choice.

Nonvalenced equivalency framing.  There are sev-
eral other types of equivalency framing effects that do 
not involve contrasting explicitly positively versus nega-
tively valenced message frames.

Subject-complement framing is when this particular 
grammatical construction is used to express that two 
groups are equivalent on some trait, as we have dis-
cussed previously (e.g., “girls are just as skilled as 
boys”; see “Beliefs” section; Chestnut & Markman, 2018; 
Holmes et al., 2022). People tend to surmise that the 
group in the complement position is superior, setting 
the standard for the group in the subject position. This 
judgment appears to be driven by the pragmatic impli-
cations of the syntactic construction (Holmes, Wu, 
et al., 2024; Wu et al., 2021). In comparative statements 
more generally, the group framed as the standard (e.g., 
“dogs” in “cats use different hunting methods than 
dogs”) is viewed as having more agency and power 
than the other group (Bruckmüller & Abele, 2010; 
Bruckmüller et al., 2012).

Unit framing—a term we just coined—refers to the 
act of describing a quantitative value using different 
units. This typically involves presenting a smaller annu-
ity as opposed to a larger aggregate amount. For exam-
ple, an animal shelter might advertise that you can save 
a sick puppy for 35¢ per day rather than $127.75 per 
year, a “pennies-a-day” strategy that Gourville (1998) 
called “temporal reframing.” This can impact people’s 
decision-making and behavior, which is why it is 
favored by marketers. For example, a recent field study 
found that four times as many people used a new 
finance app to enroll in a savings program when depos-
its were framed in terms of smaller daily amounts than 
larger monthly amounts (Hershfield et al., 2020). People 
struggle to construct quantitatively precise mental mod-
els on the fly, so the smaller daily amount may simply 
feel less costly. This effect depends on the amount of 
money we’re talking about, however. Another study 
examined the extent to which people perceive that a 
certain amount of wealth is adequate for retirement 
(Goldstein et  al., 2016). At lower amounts (e.g., 
$100,000), a lump sum was rated as more adequate than 
a comparable monthly annuity, but at higher amounts 
(e.g., $2,000,000) this effect was reversed. More research 
is needed on this type of framing to assess the reliability 
of this technique and fully unpack all of the underlying 
mechanisms at play.

Order framing concerns how the order in which a 
set of items is presented can shape the way people 
respond (e.g., Mantonakis et al., 2009; J. Sullivan, 2019). 
For example, in a classic study on impression forma-
tion, Solomon Asch (1946) discovered a primacy effect: 
Participants tended to form a more favorable impres-
sion of someone described as “compassionate, stub-
born, and envious” than “envious, stubborn, and 
compassionate.” A recent large-scale replication of this 
work found that hearing a positive trait first leads peo-
ple to endorse about 7% more positive descriptors of 
a person than hearing a negative trait first ( J. Sullivan, 
2019). Interestingly, this effect does not seem to be 
explained by the pragmatic inference that the most 
informative trait was intentionally mentioned first: 
Participants still showed a primacy effect when they 
were told that a computer randomly put the list of traits 
together. This suggests that schematic structuring may 
be the main contributing factor, with the first trait scaf-
folding the situation model of the person being 
described. Pollsters and survey makers are well aware 
of order framing because it affects how questions and 
response options are worded and organized 
(Kellermann, 2007; Schuman & Presser, 1996).

Figurative framing

People often express themselves figuratively rather than 
literally. This includes using hyperbole (“Everyone 
knows this is the worst policy in American history”), 
irony (“Yeah, this policy is amazing, sure”), and meta-
phor (“This policy is toxic trash”). Many scholars have 
explored the framing effects of figurative language, ask-
ing when, how, and why it affects reasoning and per-
suasion (e.g., Boeynaems et al., 2021; Brugman et al., 
2019; Burgers et al., 2016, 2018; Flusberg et al., 2018; 
Lakoff, 1996, 2008, 2014; Lakoff & Johnson, 1980; 
Sopory & Dillard, 2002; Thibodeau et al., 2019). Most 
of the related empirical research has focused on meta-
phor framing (but see Boeynaems et al., 2021; Burgers 
et al., 2015, 2016, 2018).

Metaphors play an essential role in language and 
thought and are pervasive in everyday conversations, 
written texts, and public discourse (Gibbs, 2017; Holmes 
et al., 2018; Lakoff & Johnson, 1980; Thibodeau et al., 
2019; Thibodeau, Hendricks, & Boroditsky, 2017). 
Metaphors enable us to communicate about complex, 
abstract, and unfamiliar “target domains” (e.g., a new 
governmental policy, cancer) by borrowing language 
from a more familiar or concrete “source domain” (e.g., 
trash, battles and journeys). Many studies have demon-
strated the effects of metaphor framing on attitudes, 
beliefs, and reasoning about everything from crime and 
law enforcement (Christmann & Göhring, 2016; Thibodeau 
& Boroditsky, 2011, 2013; Thibodeau, Crow, & Flusberg, 
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2017), to climate change and genius ideas (Elmore & 
Luna-Lucero, 2017; Flusberg et  al., 2017; Flusberg & 
Thibodeau, 2023), to immigration and the federal budget 
(Brown et al., 2019; Thibodeau & Flusberg, 2017), to 
cancer and mental illness (Flusberg et al., 2023; D. J. 
Hauser & Schwarz, 2020; Hendricks et al., 2018; Magaña 
& Matlock, 2018; Schroder et al., 2023). We have dis-
cussed some of these examples already.

Several meta-analyses indicate that metaphors are 
(slightly) more persuasive than comparable literal lan-
guage. For example, Sopory and Dillard (2002) found 
a small but significant overall effect size across a range 
of studies of metaphor framing (r = .07). This effect was 
substantially larger in studies that used a single, novel 
metaphor that appeared early in a message to describe 
a familiar target domain (r = .42). A more recent meta-
analysis of studies conducted between 2001 and 2015 
found a similarly small but reliable metaphor framing 
effect (r = .09; Van Stee, 2018). A third meta-analysis 
on metaphor framing in the context of political dis-
course also found a small but reliable overall effect (d = 
0.11; Brugman et al., 2019). This effect was larger for 
measures of belief (d = 0.29) than attitudes (d = 0.10).

Whereas many studies contrast metaphorically versus 
nonmetaphorically framed messages, other studies 
compare the effects of different metaphors in discus-
sions of a single target issue (e.g., cancer as a “battle” 
vs. “journey,” crime as a “beast” vs. “virus,” politics as 
“war” vs. “theater,” mental illness as “an infectious dis-
ease” vs. “a demon”). Together, this research has pro-
vided valuable insights into the cognitive, pragmatic, 
and emotional mechanisms that drive metaphor framing 
effects (Lakoff, 2008, 2014; Thibodeau & Flusberg, 2022; 
Thibodeau, Hendricks, & Boroditsky, 2017; Thibodeau 
et al., 2019). As discussed in the “Schematic Structuring” 
section, metaphors encourage people to map their 
schematic knowledge of the source domain (e.g., bat-
tles) onto the target domain (e.g., cancer). This provides 
an organizational structure—a semantic or cognitive 
frame—for what might otherwise be a vague or ambigu-
ous mental model. By leveraging knowledge of the 
source domain to construct an understanding of the 
target domain, metaphors are especially useful for guid-
ing reasoning about complex, abstract issues such as 
cancer, crime, and climate change, which do not evoke 
well-delineated cognitive frames on their own. Thus, 
metaphors are most effective when (a) they involve 
source domains that are familiar, accessible, and have 
a well-defined schematic structure and (b) the source 
domain structure can be clearly mapped onto the target 
domain (i.e., the metaphor is “apt”; Thibodeau, 
Hendricks, & Boroditsky, 2017; Thibodeau et al., 2019).

Several other findings support the idea that meta-
phors stimulate schematic (re)structuring. First, as we 

mentioned earlier, metaphors tend to be more effective 
when they appear early in a message (Sopory & Dillard, 
2002; Thibodeau & Boroditsky, 2011). That way, they 
can scaffold how people interpret and integrate the rest 
of the message into their situation model. If a metaphor 
appears toward the end of a message, people may have 
already formed an opinion on the target issue, and 
there may be little opportunity for the metaphor to 
structure their thinking.

Second, metaphors are more impactful when they 
are extended throughout a message and into the 
response options in a decision-making scenario 
(Flusberg et al., 2020; Keefer et al., 2014; Thibodeau 
et al., 2016). Extended metaphors reinforce the struc-
ture of a situation model and help people map the 
metaphor’s “entailments”—the inferences licensed by 
the metaphor—onto their choices in the task. For exam-
ple, we asked earlier whether it would make any dif-
ference to describe political polarization using “war” 
versus “theater” metaphors. Studies suggest that the 
answer is “yes,” and that extending the metaphor 
enhances the effect (Flusberg et al., 2020; Thibodeau 
et al., 2016). This example comes from an extension of 
the study discussed in the “Reasoning, Judgment, and 
Decision-Making” section in which participants 
responded to multiple metaphorically framed reasoning 
problems (Thibodeau et  al., 2016). In the follow-up 
study (Flusberg et  al., 2020), participants completed 
four different metaphor framing trials, including one 
that described legislative stagnation using either a the-
ater or war metaphor:

The Democrats and Republicans have been [play-
ing political theater/fighting a battle] with each 
other in which both parties seem more interested 
in [performing dramatic monologues/attacking 
their opponent] than engaging with difficult policy 
questions. Congress has passed roughly 80% fewer 
bills in recent terms than it did in the ’70s and ’80s.

Participants were then asked: “Which of the follow-
ing do you think would be more likely to change the 
culture in Washington?” They had to select between two 
response options, each conceptually congruent with 
one of the metaphors. In the first version of the experi-
ment, the response options extended the metaphor 
from the vignette: (a) “Close the curtain on the saga by 
ending the 24-hour media coverage of politicians” (con-
gruent with theater) or (b) “Bring a truce to the war by 
forcing politicians to acknowledge their common obli-
gations” (congruent with battle).

In the second version of the experiment, the response 
options did not extend the metaphor, although they 
were still conceptually congruent with each metaphor 
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according to a norming study (Thibodeau, 2016): (a) 
“End the 24-hour media coverage of politicians” (con-
gruent with theater) or (b) “Force politicians to acknowl-
edge their common obligations” (congruent with 
battle).

In both experiments, participants selected the met-
aphor-congruent response option at above-chance lev-
els. However, this metaphor framing effect was 
significantly larger when the metaphor was extended 
(13.4% advantage for the metaphor-congruent option) 
than when it was not (7.8% advantage).

The emotional and pragmatic effects of metaphor 
are also important. The emotional dimension has 
received limited attention (Holyoak & Stamenković, 
2018), but research suggests metaphors tend to be more 
emotionally engaging than comparable literal language 
(Citron & Goldberg, 2014; Mon et al., 2021). It is these 
affective associations that drive the effects of some 
metaphors (e.g., war metaphors promote a sense of 
urgency; Flusberg et al., 2017, 2018). But emotionally 
charged metaphors can also backfire. One study found 
that a far-right, anti-immigration message framed using 
violent and dehumanizing metaphors (e.g., “a plague 
of immigrants swarming into the country”) increased 
pro-immigration attitudes (Hart, 2021).

Metaphors can also influence persuasion more indi-
rectly by impacting speaker judgments, although here 
the evidence is mixed (Ottati & Renstrom, 2010; S. J. 
Read et  al., 1990). For example, Ottati and Renstrom 
(2010) reviewed some studies suggesting that metaphors 
enhance persuasion by eliciting more positive speaker 
impressions, perhaps because metaphor use is inter-
preted as a sign of intelligence. Yet they also reviewed 
other studies suggesting that metaphors sometimes make 
the speaker seem less credible. They conclude that cer-
tain properties of the metaphor may moderate these 
effects, such as the relevance or aptness of the metaphor 
in context. Additional research is needed to tease apart 
the pragmatic functions of metaphors in framing.

Psychological distance framing

The same event, issue, or action can be framed at dif-
ferent levels of abstraction. For example, you can talk 
about a pandemic at a high level of abstraction (a 
“thematic” frame) by discussing policies and statistics, 
such as the number of people getting ill each day or 
the financial losses associated with a lockdown. 
Alternatively, you can frame a pandemic in very con-
crete terms by using a personal narrative (an “episodic” 
frame), describing the experiences of a single individual 
who became sick or lost their job. Abstraction is associ-
ated with psychological distance—the sense of separa-
tion in time, space, or experience between us and 

whatever it is we are considering at the moment 
(Liberman et al., 2007). More abstract “construals” feel 
more psychologically distant, whereas more concrete 
construals feel psychologically closer and evoke more 
of an emotional response. This has downstream con-
sequences for reasoning and decision-making (S. J. Lee, 
2019; Trope & Liberman, 2012).

For example, people may feel more comfortable and 
motivated to engage with an issue that is framed more 
concretely, and thus psychologically closer. In one 
study, graduate-level business students indicated their 
willingness to invest in a new company that was about 
to go public (W. B. Elliott et al., 2015). Participants were 
more willing to invest when the prospectus they read 
highlighted concrete (as opposed to abstract) informa-
tion about the company. On the other hand, abstract 
language may be effective for communicating with a 
larger and more diverse audience, where people may 
vary in their concrete circumstances but share abstract 
ideals ( Joshi & Wakslak, 2014). This is one reason why 
political slogans are often pitched at a high level of 
abstraction (“Make America Great Again,” “Yes We Can”).

Some research suggests that messages are especially 
effective when there is a match between the abstractness 
of the message and the psychological distance of the 
events being described. In one experiment, participants 
read a statement from a fictional candidate running for 
the U.S. Senate (H. Kim et al., 2009). The statement was 
framed at either an abstract level (“a refocus on why we 
do things”) or a more concrete level (“a refocus on how 
we do things”). The researchers further manipulated 
whether the campaign was set to begin next week (psy-
chologically close) or in 6 months (psychologically dis-
tant). Participants had more favorable views of the 
candidate when the psychological distance and level of 
abstraction matched: When the campaign was set to 
begin in a week, concrete language led to greater favor-
ability, but when it was set to begin in 6 months, abstract 
language led to greater favorability.

Several specific framing techniques involve manipu-
lating psychological distance:

Narrative framing describes the use of concrete sto-
ries about individual characters and their motivations. 
Evidence suggests that narratives are (slightly) more 
persuasive than other messages about the same issue. 
One meta-analysis found that narrative messages sig-
nificantly predicted narrative-consistent beliefs (r = .17), 
attitudes (r = .19), intentions (r = .17), and behaviors 
(r = .23; Braddock & Dillard, 2016; see also Oschatz & 
Marker, 2020). A meta-analysis of the health-communi-
cation literature found that narratives were more per-
suasive than nonnarratives overall (r = .06; Shen et al., 
2015; see also De Graaf et  al., 2016; Xu, 2023). This 
was only statistically significant for messages 
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advocating disease detection and prevention behaviors, 
however, and not for messages advocating cessation 
behaviors.

Narratives are effective for several reasons (for 
review, see Walsh et al., 2022). For one, they are more 
emotionally engaging than nonnarratives, and they help 
people connect with the experiences of others (Alam 
& So, 2020; Nabi & Green, 2015). As a result, narratives 
can reduce audience resistance to a message (Moyer-
Gusé & Nabi, 2010; Ratcliff & Sun, 2020). A sense of 
psychological closeness to the central characters is 
important in narrative framing. Health narratives have 
been found to be more effective when delivered from 
a first-person point of view than from a third-person 
point of view, especially when the protagonist is 
depicted as similar to the audience (M. Chen & Bell, 
2022; De Graaf et al., 2016). Relatedly, narratives can 
reduce stigma toward different social groups, especially 
when they are delivered from the first-person perspec-
tive (Zhuang & Guidry, 2022). Finally, narratives are 
generally easier to understand and processed more flu-
ently than nonnarratives, which has been shown to 
increase their persuasive power (Bullock et al., 2021).

However, narratives are not always more effective 
than nonnarratives. As we mentioned before, message 
frames are often most persuasive when the level of 
psychological distance they evoke matches the target 
issue. One recent meta-analysis compared the persua-
sive effects of anecdotal versus statistical information 
in different communicative contexts (Freling et  al., 
2020). Concrete personal anecdotes were generally 
found to be more persuasive than abstract statistics in 
situations involving high emotional engagement 
(Hedges’s g = −0.06). This includes health issues and 
other personally-relevant threats, which are psychologi-
cally close. On the other hand, statistical information 
was found to be more persuasive in situations involving 
low emotional engagement, like non-health issues 
affecting other people, which are more psychologically 
distant (g = −0.16). Another meta-analysis found that in 
health communication, narratives have a greater impact 
than statistics on behavioral intentions (d = 0.10), but 
statistics have a greater impact on beliefs (d = −0.16) 
and attitudes (d = −0.11; Zebregs et al., 2015).

Pronoun framing is when we use words such as “I,” 
“we,” and “you” to communicate psychological distance 
in the social domain (Nook et al., 2017; Orvell et al., 
2022). Unlike the first-person singular “I,” the plural 
“we” and second-person “you” signal that the speaker’s 
perspective extends beyond the self. Research has 
shown that subtle differences in the use of these pro-
nouns can affect how interpersonal relationships are 
evaluated. In one study, for example, participants read 
a description of a friendship that used either “Valerie 

and I” or “we” to refer to the two friends (Fitzsimons & 
Kay, 2004). The friendship was perceived as closer and 
higher quality—and the friends as forming a more 
coherent unit—when described with “we.” A similar 
effect was observed when participants were asked to 
vary their pronoun use while reflecting on their own 
friendships.

The pronoun “you” may be especially effective as a 
framing device for making sense of the social world. 
Although most often used when addressing a specific 
individual (“How are you doing?”), “you” can also be 
used to reframe personal challenges as shared, univer-
sal experiences (“You have to recognize you can’t 
change people”; Orvell et al., 2017). This use of “you”—
known as generic-you—seems to foster a sense of con-
nection with the ideas expressed. For example, in one 
study, participants indicated that generic-you state-
ments resonated more strongly with them than other-
wise identical “I” statements (e.g., “Sometimes, [you/I] 
have to take a step back before [you/I] can take a step 
forward”; Orvell et al., 2020). People may regard such 
statements as insightful because they perceive the 
speaker as expressing a healthy degree of psychological 
distance from the events that inspired them (Orvell 
et al., 2017).

Another function of “you” is to address ourselves 
from an outsider’s perspective. For example, right 
before you deliver a big presentation, you might say to 
yourself: “You can do this!” Unlike most of the examples 
of framing we have reviewed so far, this use of “you” 
is intended to regulate our own thoughts and feelings 
rather than influence others (cf. Bermúdez, 2020). 
Several studies have shown that using “you” statements 
of this sort in the midst of a stressful situation increases 
psychological distance, reducing negative emotions and 
enhancing task performance (Dolcos & Albarracín, 
2014; Kross et al., 2014, 2017). Other linguistic shifts in 
response to aversive stimuli (e.g., avoiding present-
tense verbs, using longer words) also support effective 
emotion regulation (Holmes, Kassin, et al., 2024; Kassin 
et al., 2023; Nook et al., 2017, 2020). Like “you,” these 
words may help us process stressful situations by fram-
ing them (to ourselves) from a more abstract, distanced 
perspective.

Lexical framing

One of the most basic framing techniques involves 
manipulating the label or description applied to an 
issue, individual, or group. This is known as lexical 
framing. For example, one set of studies found that 
people spend more and save less when an unantici-
pated financial windfall is labeled a “bonus” than when 
it’s labeled a “rebate” (Epley et al., 2006). The “bonus” 
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frame leads people to conceptualize the money as 
something extra, over and above their normal income. 
This licenses freer spending habits because it is not 
included in their mental model of their budget. The 
“rebate” frame, on the other hand, leads people to 
conceptualize the money as something that was already 
theirs and is only now being returned to them. As a 
result, they see the money as part of their normal bud-
get, which likely includes limits on spending.

We have seen many other examples of lexical fram-
ing throughout this article, including the contrast 
between different labels for people who enter the 
United States without authorization (Rucker et  al., 
2019), as well as work that emphasizes different values 
in a persuasive message or news report (e.g., free 
speech vs. public order; Nelson, Clawson, & Oxley, 
1997; for a review of the literature on moral reframing, 
see Feinberg & Willer, 2019). This reflects the promi-
nence of lexical framing in politics, in which groups 
with competing interests work to influence public senti-
ment by labeling and relabeling programs, policies, and 
political opponents (for an extended discussion of this 
issue from the perspective of a political pollster, see 
Luntz, 2007; see also Lakoff, 2008, 2014).

Sometimes, lexical framing involves selectively 
applying a single label to one person or situation versus 
another. For example, one series of studies investigated 
victim framing, a common rhetorical technique that 
casts the alleged perpetrator of a crime as the “real” 
victim in an attempt to mitigate blame and punishment 
(Flusberg, van der Vord, et al., 2022). Participants read 
a brief news report about an alleged sexual assault on 
a college campus. The report framed either the female 
accuser as a victim (of sexual assault) or the male 
alleged assailant as a victim (of false allegations). 
Relative to a baseline condition in which no one was 
framed as a victim, participants generally expressed 
more support for the victim-framed character and less 
support for the other character. A key mechanism driv-
ing this effect is pragmatic inference. Only those par-
ticipants who explicitly cited the victim-related language 
in the report as influencing their evaluations showed 
significant framing effects. This suggests that partici-
pants inferred the victim label was chosen for a rea-
son—to indicate which character was deserving of 
support.

By their nature, lexical framing effects are incredibly 
diverse. The linguistic properties of generativity and 
displacement we discussed in the “Making Sense of 
Language” section mean that common words and 
phrases can express a virtually limitless array of mean-
ings, and researchers have only scratched the surface 
of their potential effects. Thus, we view lexical framing 
as a loose category that encompasses a wide variety of 

heterogeneous, context-specific effects. The same is 
true of grammatical framing, which we discuss next.

Grammatical framing

Some of the subtlest framing effects result from manipu-
lating grammatical form, including sentence structure, 
and grammatical category, such as tense and aspect. 
Grammatical features are often chosen without any 
awareness of the implications they carry. For example, 
someone might attempt to combat Islamophobia by 
saying “Christians are just as likely as Muslims to com-
mit terrorist acts,” not realizing that this statement tacitly 
reinforces anti-Muslim stereotypes by placing Muslims 
in the complement position—implying they are more 
likely to commit terrorist acts (Holmes et al., 2022). In 
addition to such subject-complement statements (which 
are also a form of equivalency framing; see “Nonvalenced 
Equivalency Framing” section), we have already 
reviewed several other examples of grammatical fram-
ing, including messages that imply different levels of 
speaker interest by varying tense (“Tell me what hap-
pened” vs. “Tell me what’s happened”; Riou et al., 2017) 
and different personal values by varying whether 
actions are described using nouns or verbs (“be a voter” 
vs. “vote”; Bryan et al., 2011, 2013, 2014).

Many other grammatical contrasts are known to 
influence how people reason about everyday events 
and situations. Suppose you witness a traffic accident 
in which a car swerves off the road and crashes into a 
fence. Later, when recounting what you saw, you might 
use an “agentive” expression such as “The driver 
crashed the car.” Alternatively, you could omit the 
causal agent by saying “The car crashed”—a construc-
tion that seems evasive in English but is commonly used 
to describe accidents in other languages (Fausey & 
Boroditsky, 2011). Changes in agentive framing can 
affect how people construe what happened. In one 
study, participants attributed more blame and financial 
liability to the agent of an accidental event after reading 
an agentive description (e.g., “she toppled the candle”) 
than a comparable nonagentive description (e.g., “the 
candle toppled”; Fausey & Boroditsky, 2010). This may 
be because the agent figured more prominently in the 
situation model triggered by the agentive description, 
shaping subsequent memory and reasoning (Fausey & 
Boroditsky, 2011).

In your description of the car accident you saw, you 
might say “The car swerved” or “The car was swerving.” 
These statements differ in aspectual framing. One 
emphasizes the completion of the event (“swerved”; 
perfective aspect), whereas the other emphasizes its 
ongoing nature (“was swerving”; imperfective aspect). 
Research suggests that your choice of aspectual frame 
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will impact how others conceptualize the accident. In 
descriptions of motion events, imperfective aspect 
tends to elicit a more dynamic situation model—with 
motion that is more extensive, vivid, and, in the case 
of accidents, reckless—than perfective aspect (Huette 
et  al., 2014; Matlock, 2011; Matlock et  al., 2012). 
Aspectual framing can even shape the interpretation of 
political messages. In one study, participants were less 
confident that a senator would be reelected after read-
ing that he “was taking hush money”—implying that 
the misdeed was long-lasting—than that he “took hush 
money” (Fausey & Matlock, 2011).

The effects of aspectual framing dovetail with recent 
work on dynamic norm framing, in which people are 
presented with information about how normative behav-
ior is changing over time (Loschelder et  al., 2019; 
Sparkman & Walton, 2017, 2019). This type of framing 
has been found to be more persuasive than comparable 
“static norm” information (but for evidence it can back-
fire, see Boenke et al., 2022). In one study, for example, 
some participants were presented with the following 
message about meat consumption that emphasized a 
stable demographic norm (Sparkman & Walton, 2017): 
“Recent research has shown that 30% of Americans make 
an effort to limit their meat consumption. That means 
that 3 in 10 people eat less meat than they otherwise 
would.” Other participants were presented with a dynamic 
norm version of the same message: “Recent research has 
shown that, in the last 5 years, 30% of Americans have 
now started to make an effort to limit their meat con-
sumption. That means that, in recent years, 3 in 10 people 
have changed their behavior and begun to eat less meat 
than they otherwise would.” Those in the dynamic norm 
condition reported more interest in reducing their own 
meat consumption in the future. Follow-up studies sug-
gested that this framing led people to assume that more 
and more people would reduce their meat consumption 
over time, and so they “preconformed” to this anticipated 
future norm. In other words, their situation model 
included a trajectory of continued change, similar to how 
imperfective aspectual framing leads people to represent 
actions as ongoing. In this case, dynamic norm framing 
also led people to infer that the framed behavior is gener-
ally considered valuable, which caused them to update 
their own weighting of the issue.

Let’s return to the car accident you witnessed. 
Suppose you learn that the driver was an Asian woman. 
In this case, some people might assume that the acci-
dent confirms a well-worn stereotype and assert that 
“Asian women are bad drivers.” This is a generic state-
ment because it expresses a generalization about an 
entire category of people, not just the individual in 
question (“Susan is a bad driver”), and it does not 
quantify or qualify the claim (“Some Asian women are 

bad drivers under certain circumstances”). A large body 
of research suggests that the use of generic language—
generic framing—can promote psychological essential-
ism, the belief that members of a category share a deep, 
inherent nature or “essence” that makes them funda-
mentally similar (e.g., Benitez et al., 2022; Cimpian & 
Markman, 2011; Rhodes et al., 2012; but see Noyes & 
Keil, 2019; Vasilyeva & Lombrozo, 2020).

For example, children are more likely to believe that 
a property associated with a novel social category is 
heritable after hearing relevant generic language (e.g., 
“Zarpies are scared of ladybugs”) than nongeneric lan-
guage (e.g., “This Zarpie is scared of ladybugs”; Rhodes 
et al., 2012), even when the property is said to have a 
cultural origin (e.g., “because they are taught that lady-
bugs are dangerous”; Benitez et al., 2022). This suggests 
that the form of the generic—Xs are Y—communicates 
the speaker’s belief that Xs are a “natural kind,” and 
that even young listeners are sensitive to this implicit 
message. For this reason, saying “Asian women are bad 
drivers” imparts the presumption that Asian women 
have a distinctive nature—that they’re a homogeneous 
group to whom many stereotypes are likely to apply. 
This harmful idea may be transmitted by the statement 
regardless of whether the listener buys the claim that 
they’re bad drivers (Gelman, 2021; Wodak et al., 2015).

Generic framing is common in scientific communica-
tion, which favors broad conclusions delivered in a 
concise, accessible manner. One study found that read-
ers judged scientific results expressed with generics 
(e.g., “Group discussion improves lie detection”) as 
more important and generalizable than the same results 
expressed nongenerically (e.g., as past-tense state-
ments: “Group discussion improved lie detection”; 
DeJesus et al., 2019). This converges with evidence that 
the present tense—a grammatical form that distin-
guishes generics from nongenerics—implies objective 
truths and makes the speaker seem more certain of their 
message relative to the past tense (Packard et al., 2023; 
for a discussion of how noun labels such as “voter” 
invite similar essentialist inferences, see Gelman & 
Roberts, 2017). In scientific communication, such 
generic framing can be problematic because broad gen-
eralizations are often unwarranted from complex, vari-
able data, especially when derived from studies with 
small, unrepresentative samples (DeJesus et al., 2019; 
for other “persuasive communication devices” to watch 
out for in scientific writing, see Corneille et al., 2023). 
Generic framing is also pervasive in political commu-
nication (e.g., “Democrats favor affirmative action”) and 
poses similar dangers, exaggerating perceived party 
lines (Novoa et al., 2023).

As the writers of this article, we are hardly immune 
to the communicative allure of generics. In presenting 
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a wide variety of findings and conclusions from the 
framing literature, we have used many generic state-
ments. At the same time, we have been careful to 
acknowledge nuances and limitations of the evidence 
(for further discussion in this vein, see “Moderators of 
Framing Effects” and “Opportunities for Future Research” 
sections). Nevertheless, if you’re wary of our (generic) 
framing of the literature, we invite you to evaluate the 
evidence yourself and draw your own conclusions.

Moderators of Framing Effects

Throughout this article, we have emphasized the general 
impact of communicative frames and the basic mecha-
nisms that underlie these effects. However, we have also 
pointed out that there is substantial heterogeneity across 
different studies and framing manipulations, and some 
effects do not always replicate across samples or experi-
mental contexts (Bryan et  al., 2021; Krefeld-Schwalb  
et al., 2024). The presence of moderating factors is one 
reason global effect size estimates in the framing litera-
ture tend to be small.5 In this section, we discuss a 
number of well-known moderating factors that can 
increase or decrease the magnitude of various framing 
effects. This list is not meant to be exhaustive.

Strength of prior attitudes and beliefs

Framing effects can weaken, disappear, or even backfire 
when people have strong prior attitudes or beliefs 
about the target issue (e.g., Boenke et al., 2022; Chong 
& Druckman, 2007; Flusberg, van der Vord, et al., 2022; 
Hardisty et al., 2010; Holmes et al., 2022; Landau et al., 
2014; Lecheler et  al., 2009; Thibodeau & Boroditsky, 
2011, 2013; Thibodeau & Flusberg, 2017). For example, 
we described a metaphor framing study in the “Priming” 
section in which a city’s growing crime problem was 
framed as either a “beast” or a “virus” (Thibodeau & 
Boroditsky, 2011, 2013). American participants exposed 
to the beast frame tended to support enforcement-
related solutions to the crime problem, such as building 
more jails and hiring more police officers. This type of 
solution is conceptually congruent with the beast frame 
because an issue with an actual beast would be man-
aged by capturing and caging it. Those exposed to the 
virus frame, on the other hand, tended to endorse 
reform-related solutions, such as addressing economic 
and educational issues in the city. These solutions are 
conceptually congruent with the virus frame because 
real epidemics require targeting root causes and inocu-
lating people against the problem. Across multiple ver-
sions of this experiment, however, only participants 
who identified as Democrats or Independents showed 
this framing effect; Republican participants were not 

affected by the metaphors. Republicans generally have 
stronger views on crime and therefore endorsed 
enforcement-related solutions regardless of framing.

A similar pattern may occur even for ideologically 
benign stimuli. For example, effects of framing on recall 
like those we discussed in the “Memory” section (e.g., 
reproducing O–O as O^O when it is paired with the 
label “eyeglasses”; Carmichael et  al., 1932) may be 
weaker when memory for the original perceptual stim-
uli is strong (McCloskey & Zaragoza, 1985). Having a 
strong memory in these studies is analogous to having 
strong prior beliefs about crime: In both cases, people 
are less susceptible to framing.

Knowledge and interest

Research on emphasis framing in news media suggests 
that framing effects are larger when the audience has 
more knowledge about the target issue—as long as this 
is not confounded with strong prior attitudes and beliefs 
(Chong & Druckman, 2007; Druckman & Nelson, 2003). 
This is because knowledgeable media consumers can 
more easily connect the content of a message frame 
with their mental model of the target issue.

Other research suggests that metaphor frames are 
more effective when the audience is interested in and 
knowledgeable about the metaphorical source domain 
(Ottati et al., 1999; Ottati & Renstrom, 2010; Thibodeau 
et al., 2019). In one experiment, for example, college 
students listened to an audio recording of a message 
arguing for a new senior-thesis requirement. The mes-
sage included either a sports metaphor or a comparable 
literal filler sentence, and the arguments in the message 
made either a strong or weak case for the requirement. 
Stronger arguments have been shown to motivate 
deeper message processing (Petty & Cacioppo, 1986). 
In this experiment, however, only students who reported 
liking sports were persuaded by argument strength 
when the message included a sports metaphor.

In the case of equivalency framing, knowledge of a 
domain is sometimes associated with reduced framing 
effects. In an experiment on attribute framing, for exam-
ple, people with little knowledge of NBA basketball 
judged a target player more valuable when he was 
described as “making 60%” of his free throws than when 
he was described as “missing 40%” (Leong et al., 2017). 
However, NBA fans didn’t show this framing effect. The 
fans knew the player’s performance was poor—the 
average free throw percentage is much higher—and 
didn’t need to rely on the frame to draw pragmatic 
inferences about typical free throw rates. That said, 
even experts in a given domain are susceptible to fram-
ing when evaluating decontextualized scenarios, such 
as when physicians or public-policy professionals are 
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asked to use aggregated data to choose between medi-
cal treatments framed in terms of “survival” or “death” 
(Banuri et al., 2019; McNeil et al., 1982). In such cases, 
experts may find it difficult to apply their specialized 
knowledge, so they rely on the frame instead (Leong 
et al., 2017).

More generally, heterogeneity in linguistic framing 
effects may result from misalignments in people’s seman-
tic frames. The knowledge that comes to mind in response 
to a given word or phrase is not the same for everyone 
(Martí et al., 2023), which means the same message may 
structure people’s mental models in different ways. More 
research on individual differences in semantic knowledge 
is needed to better address this possibility.

Other individual differences

Several studies have investigated the moderating impact 
of individual differences in cognitive and personality 
traits on valence framing, with somewhat mixed results 
(Best & Charness, 2015; Druckman & Nelson, 2003; 
Krefeld-Schwalb et  al., 2024; LeBoeuf & Shafir, 2003; 
Levin et al., 2002; Mahoney et al., 2011; Mandel & Kapler, 
2018; McElroy & Seta, 2003; Stark et  al., 2017a). For 
example, people who score higher on measures of “intui-
tive” or “experiential” thinking styles—relying more 
heavily on fast, automatic processing—tend to exhibit 
stronger risky-choice framing effects (Levin et al., 2002; 
Mahoney et al., 2011; Stark et al., 2017a). Scoring higher 
on measures of “analytic” or “rational” thinking styles, 
however, does not consistently moderate risky-choice 
framing (Levin et al., 2002; Mandel & Kapler, 2018; Stark 
et al., 2017a). Additionally, a meta-analysis indicated that 
younger adults are more likely than older adults to 
choose the risky option when presented with a positive/
gain frame, but age does not predict decision-making 
under negative/loss framing (Best & Charness, 2015).

Some research suggests that individual differences in 
pragmatic sensitivity also matter: Subject-complement 
framing effects are stronger for those who can explicitly 
identify the pragmatic implications of the message frame 
(Holmes et al., 2022; Holmes, Wu, et al., 2024; Wu et al., 
2021). Finally, people approach social interactions with 
varying levels of receptiveness to opposing views 
(Minson & Chen, 2022). Although receptiveness has not 
been directly measured in any study of linguistic fram-
ing that we are aware of, it may be an important inter-
personal variable for any persuasive communication.

Judgments of the speaker

Since the time of Aristotle, scholars have known that 
audience judgments of a speaker moderate the speak-
er’s persuasive power. This is a core component in 

models of persuasion such as the ELM (Petty & 
Cacioppo, 1986). One critical judgment is speaker cred-
ibility: People are more likely to resist a message frame 
when they view the speaker as having low credibility 
(Carpenter, 2012; Chong & Druckman, 2007; Druckman, 
2001). Conversely, message frames have a greater influ-
ence when the speaker or writer is presented as more 
similar to the message recipient (e.g., in political beliefs, 
gender, etc.), which enhances their credibility (Balietti 
et al., 2021; Lammers et al., 2023).

Nonnative language

So far, we have taken for granted that people are usually 
exposed to messages in their native tongue. Some schol-
ars believe, however, that the majority of the world’s 
population speaks more than one language (e.g., 
Grosjean, 2010). This means people often encounter 
message frames in a nonnative language. It is therefore 
noteworthy that researchers have observed a “foreign-
language effect,” in which the influence of a communi-
cative frame is attenuated or even eliminated when a 
message is presented in a nonnative language (Del 
Maschio et al., 2022; Hayakawa et al., 2016; Keysar et al., 
2012; Liu et al., 2022). In the first demonstration of this 
phenomenon, native speakers of English and Korean 
completed a risky-choice framing task in either their 
native language or their second language ( Japanese, 
English, or French; Keysar et  al., 2012). Participants 
showed the typical framing effect when tested in their 
native language in that they were more likely to select 
the sure option under the gain frame than the loss 
frame. But this framing effect disappeared when par-
ticipants were tested in their nonnative language.

One explanation for the foreign-language effect is 
that people react less emotionally to words and ideas 
expressed in their nonnative language (Hayakawa et al., 
2016; Keysar et al., 2012; but see Oganian et al., 2016). 
This may be because new languages are often learned 
in a formal academic setting, not in the context of our 
emotionally rich everyday experiences. Given that 
affective responses contribute to valence framing 
effects, the increased emotional distance associated 
with using a nonnative language may blunt the effects 
of these message frames. Consistent with this possibil-
ity, the foreign-language effect has been shown to be 
less pronounced (i.e., people show similar framing 
effects in both languages) when participants acquired 
their second language from an early age (Flexas et al., 
2023) or are presented with less emotionally charged 
valence framing vignettes (Costa et al., 2014).

Few studies have examined the foreign-language 
effect using other types of framing manipulations 
besides valence framing. One exception is a study on 
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metaphor framing with Indian participants using a task 
presented in English (Thibodeau et  al., 2016). 
Participants who reported using English in more infor-
mal, social contexts (e.g., with friends and family) 
showed the expected metaphor framing effect, whereas 
those who reported using English in more formal con-
texts (e.g., school or work) showed no framing effect. 
More research is needed to fully unpack the moderating 
impact of nonnative languages in the broader framing 
literature.

Opportunities for Future Research

There are a number of open questions, exciting new 
avenues to pursue, and other golden opportunities for 
future research on linguistic framing. This is our posi-
tive framing of the problems, limitations, and method-
ological concerns with the current literature. Here we 
discuss five important issues: ecological validity; reli-
ability and open science; the need for more precise 
models; the narrow focus on Western, educated, indus-
trialized, rich, and democratic (WEIRD) societies; and 
AI. We discuss each issue briefly in turn.

Ecological validity

In the “Behavior” section, we noted that most framing 
research is conducted in the lab but that researchers 
are ultimately interested in real-world behavior. In other 
words, researchers want to know whether framing 
effects have ecological validity. Several field studies 
have shown promising results, but some studies fail to 
replicate across different contexts, as we have dis-
cussed. One concern is that we don’t yet know how 
long most framing effects last. Some studies suggest 
certain framing effects are short-lived (Druckman & 
Nelson, 2003) whereas others are “surprisingly persis-
tent,” lasting several weeks (Lecheler & de Vreese, 
2011). To date, however, no systematic work has 
assessed the endurance of different framing effects and 
what this means for real-world impact (but see Baden 
& Lecheler, 2012).

Another issue is that some framing interventions with 
a mixed record of success have not been evaluated with 
respect to the moderating factors we discussed in the 
previous section, such as knowledge or interest in the 
target issue or the ability to draw pragmatic inferences 
from the framing language. For example, teaching stu-
dents that their brain can “get stronger like a muscle”—
a “mindset” intervention designed to improve academic 
achievement—shows promise, but the strength and 
reliability of its effects are still under debate (Macnamara 
& Burgoyne, 2023; Yeager et al., 2019). We recommend 
that future work address these gaps in the literature 

and invest in larger field studies that measure factors 
likely to modulate behavior in the wild.

Reliability and open science

How reliable are framing effects? Whenever possible, 
we have presented the results of meta-analyses and 
cited multiple studies of the same topic to indicate the 
general robustness of a given finding. Quite deliber-
ately, we have also highlighted several instances in 
which high-profile studies have failed to replicate, indi-
cating certain effects may be more brittle than they 
appear in the popular press. Studies showing that a 
very subtle framing device dramatically changes real-
world behaviors or strongly held attitudes seem espe-
cially difficult to replicate. This is not surprising. 
Framing manipulations are often designed to be incon-
spicuous, and human reasoning is complex and sensi-
tive to many factors. In addition, framing research has 
historically suffered from many of the same method-
ological deficiencies as the rest of the social and behav-
ioral sciences (Shrout & Rodgers, 2018).

Therefore, we support the emerging “credibility revo-
lution” that was sparked by the “replication crisis” in 
psychology and other sciences (Shrout & Rodgers, 2018; 
Vazire, 2018). This movement embraces principles of 
open science, which include greater transparency about 
research practices, preregistration of studies, more 
direct replications of key findings, and improved standards 
for evaluating the quality of evidence. Simultaneously, 
we think researchers and science communicators 
should recognize that heterogeneity in behavioral inter-
vention effects is to be expected (Bryan et al., 2019, 
2021). We encourage people to carefully consider con-
text effects, individual differences, and other moderat-
ing factors.

More precise models

Many discussions of framing rely on overly broad, 
descriptive theories or general process models of the 
phenomenon of interest, such as the ELM (see also 
“Mechanics of Communication and Linguistic Framing” 
section). Researchers in cognitive psychology and 
behavioral economics have formalized models of cer-
tain valence framing effects (Huizenga et al., 2023), but 
these do not generalize beyond a very restricted domain 
(see also Schwartzstein & Sunderam, 2021). This leaves 
researchers and those who wish to use framing tech-
niques with only a vague idea of where to start. In most 
cases, we can’t even specify whether a language manip-
ulation provides the right “dose” to elicit a framing 
effect without a great deal of testing (Rothman et al., 
2020). Therefore, we recommend that researchers 
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develop more precise models of linguistic framing 
effects, integrating insights from across the various dis-
ciplines that contribute to this field.

WEIRD problems

Like many areas of psychology and communication, 
research on framing suffers from a number of WEIRD 
problems (de Oliveira & Baggs, 2023; Henrich et al., 
2010). Most researchers, participant samples, and lan-
guages used in this work originated from WEIRD societ-
ies, largely in the Anglophone world. To the extent that 
we are interested in understanding and motivating 
people in these societies, this narrow focus is not an 
issue. However, if our ultimate goal is to develop gen-
eral theories of language, framing, and persuasion, then 
this is a significant problem. A majority of humans are 
not from WEIRD societies, and any research that fails 
to account for the full range of human variation is 
inherently limited. We know that languages and cul-
tures differ in a number of important ways that can 
have downstream effects on cognitive processing (see 
Box 1; see also Blasi et al., 2022). Therefore, we recom-
mend that framing researchers form more multidisci-
plinary, cross-cultural, and cross-linguistic collaborations 
in future work.

Artificial Intelligence

AI has advanced rapidly in recent years. The develop-
ment of large language models (LLMs) such as ChatGPT 
means we can now have complex, interactive conversa-
tions with systems that communicate in surprisingly 
sophisticated—and sometimes perplexing—ways. Users 
frequently share tips for eliciting better responses from 
these chatbots, making suggestions for how to elaborate 
a message and follow up in a dialogue to get the best 
results. Such “prompt engineering” is really just framing 
under another guise (or lexical frame). Researchers have 
recently shown that LLMs can be used to generate per-
suasive, microtargeted political ads at scale, which raises 
concerns about the use of these systems by bad actors 
(Simchon et  al., 2024). However, such advances also 
present an opportunity for researchers. The systematic 
study of framing in LLMs may help us better understand 
both these systems and ourselves.

Recommendations for Effective Framing

From the beginning of this article, we have emphasized 
that framing effects are ubiquitous—a natural and 
unavoidable consequence of human communication. 
We must always select one communicative frame or 
another, whether we are trying to convince a friend to 

join us on a spontaneous adventure, sell a new product, 
create a health-messaging campaign, or solicit a dona-
tion to our favorite nonprofit. But, as we have seen, 
some frames are more influential than others. In this 
section, we offer step-by-step guidelines for effective 
framing, emphasizing applications in the public interest. 
Although our recommendations are intended to be 
applicable in many different contexts, our examples 
focus on the promotion of health-related policies and 
initiatives:

1.	 Who’s your audience? First, you should think 
about your target audience. What is its makeup, 
and what are their values, needs, goals, and 
knowledge base? How receptive are they to 
opposing views (Minson & Chen, 2022)? What is 
the cultural context of the communication? 
Research suggests that matching features of your 
message frame to the characteristics of your 
audience can enhance your persuasive power 
(Balietti et  al., 2021; Feinberg & Willer, 2019; 
Joyal-Desmarais et al., 2022; Tappin et al., 2023; 
but for guidance on when and why matching a 
message to a recipient may backfire, see Teeny 
et al., 2021). We recommend leveraging this fact 
as you craft your message frame. For example, 
if you are speaking to a conservative audience 
in the United States about a new health-care 
policy, it might help to frame the discussion in 
terms of values such as loyalty or patriotism 
rather than fairness or harm. You could say, for 
instance, that we have a patriotic duty to keep 
Americans healthy and that loyal citizens must 
ensure that our children and elders have access 
to lifesaving medicine.

2.	 What is your goal? Next you must determine your 
goal. Are you aiming to change attitudes, beliefs, 
or behaviors? If you are targeting behaviors, what 
is it you want your audience to do? Is the behav-
ior easy or hard? Is it a one-off, short-term action 
(such as making a donation) or a long-term, 
habitual one (such as increasing weekly exer-
cise)? Your choice of communicative frame will 
depend greatly on how you intend your message 
recipients to respond. If you are aiming to shift 
attitudes toward a new health-care initiative, for 
example, more valenced language could help. If 
you want to improve people’s understanding of 
a complex issue such as vaccination or govern-
ment spending on health care, on the other 
hand, then using an extended metaphor may be 
most effective.

3.	 Consult existing research. As we have surely dem-
onstrated by now, the literature on framing is 
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Box 1.  How Framing Informs Linguistic Relativity

Approximately 7,000 languages are spoken on Earth, and their diversity is astonishing (N. Evans & Levinson, 2009; 
Malt & Majid, 2013). As N. Evans and Levinson (2009) observed: “Languages differ so fundamentally from one 
another at every level of description (sound, grammar, lexicon, meaning) that it is very hard to find any single 
structural property they share” (p. 429). As a result, the semantic systems of different languages—their repertoire 
of communicative frames—differ in systematic ways. This includes not only idiosyncratic expressions tied to local 
cultural concerns but also category labels, conventional metaphors, and grammatical devices that communicate 
seemingly core aspects of human experience. Unlike English, for example, Russian and Greek distinguish 
categorically between light and dark shades of blue (Thierry et al., 2009; Winawer et al., 2007); Turkish and 
Farsi describe high and low tones using words for thin and thick (Dolscheid et al., 2013, 2020); and German 
and Swedish lack aspectual markers for distinguishing ongoing from completed events (e.g., “was swerving” vs. 
“swerved”; see “Grammatical Framing” section; Athanasopoulos & Bylund, 2013).

The amateur linguist Benjamin Lee Whorf famously argued that differences of this sort lead speakers of 
different languages to form different conceptions of reality (Whorf, 1940/2012). Writing in the early 20th century, 
Whorf wasn’t aware of the myriad examples of linguistic variation that scientists have since documented. Instead, 
he relied on his own informal (and often flawed) observations, many of which were inspired by his work as an 
inspector for the Hartford Fire Insurance Company. In one much-cited anecdote, an explosion occurred after 
a factory worker carelessly tossed a burning cigarette into a drum labeled “empty” that was actually filled with 
hazardous vapor. This, it would seem, is a framing effect: The communicative frame “empty” led to a behavior 
with disastrous consequences, perhaps because it prompted the worker to construct a situation model of the 
apparently “null and void, negative, inert” contents of the drum (Whorf, 1940/2012, p. 175).

Then again, the explosion may have occurred simply because the vapor-filled drum appeared empty to the 
worker, not because it was labeled that way (Lenneberg, 1953; Pinker, 1994). For good reason, many scholars 
roundly dismissed this example and most of Whorf’s other linguistic observations as misleading or erroneous 
in implicating language as the source of apparent cognitive and behavioral patterns. This delayed serious 
consideration of the claim that speakers of different languages think differently—the so-called Whorfian, Sapir-
Whorf, or linguistic relativity hypothesis—until many decades later, when the science finally caught up with the 
hype (Gentner & Goldin-Meadow, 2003).

Today, linguistic relativity enjoys a more positive reception in the literature, and research on framing can help 
explain why. The Whorfian hypothesis essentially has three parts (Wolff & Holmes, 2011). First, languages differ 
in how their lexicons and grammatical structures partition the world. This assertion—Whorf’s shoddy linguistics 
notwithstanding—is now indisputable. Second, the lexicon and grammatical structure of a given language 
influence how its speakers think and reason about the world. This claim is supported by the research we’ve 
discussed in this article, which provides many striking demonstrations of language’s impact on cognition, albeit 
mostly in English (which may be why classic and contemporary framing research is rarely cited in the linguistic 
relativity literature; cf. Blasi et al., 2022).

Finally, if the first two propositions are true, it seems to follow that speakers of different languages will think 
and reason about the world in ways that mirror the lexical and grammatical differences in their languages. Much 
recent research supports this conclusion through cross-linguistic comparisons of all the aspects of cognition we 
surveyed in the “What Does Language Do?” section, among others (for review, see Wolff & Holmes, 2011). For 
example, Russian and Greek speakers display enhanced discrimination of colors at their language’s boundary 
between light and dark blue (Thierry et al., 2009; Winawer et al., 2007); Turkish and Farsi speakers match low 
(“thick”) tones to thick, high lines rather than thin, low lines (Dolscheid et al., 2013, 2020); and German and 
Swedish speakers give more weight to endpoints than midpoints when judging the similarity of motion events 
(Athanasopoulos & Bylund, 2013; Athanasopoulos et al., 2015). English speakers show none of these patterns.

Importantly, none of these are “framing” effects in the sense we have been using this term: The stimuli 
in these studies (and the format of participants’ responses) involve little to no language. This is a strength in 
linguistic relativity research because it suggests that speakers of different languages think differently even when 
they’re not “thinking for speaking” (Boroditsky, 2001; Slobin, 1996). Nevertheless, the mechanisms of framing 
we’ve discussed in this article can help make sense of these cross-linguistic differences. As we suggested earlier, 
languages have systematically different communicative frames: different color words, pitch metaphors, aspectual 
markers, and so on. And as we discussed in the “Mechanics of Communication and Linguistic Framing” section, 
communicative frames evoke situation models in the minds of readers and listeners that have downstream

(continued)
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vast. This is both a blessing and a curse. It cer-
tainly makes locating and synthesizing relevant 
findings a daunting prospect, although hopefully 
we have done some of this work for you. The 
plus side is that researchers have examined hun-
dreds if not thousands of individual framing tech-
niques across a wide range of messaging contexts. 
We suggest consulting this literature for guidance 
as you construct your message frame. There is 
no need to reinvent the wheel when hundreds 
of scholars have been prototyping and testing 
different tires, hubcaps, and axles for decades. 
The taxonomy we have laid out in this article 
(see Table 3) is a good place to start. For 

example, we reviewed much research on the 
impact of goal framing in health communication, 
showing that gain and loss frames may be better 
suited to different target behaviors (disease pre-
vention vs. detection, respectively).

4.	 Engage the emotions wisely. The power of emo-
tional appeals has been recognized for as long 
as people have been thinking about persuasive 
language. And for good reason. Emotions can 
motivate interest, engagement, concern, and 
action. But they can also motivate violent out-
rage, polarization, helplessness, and withdrawal. 
We recommend designing communicative frames 
carefully to leverage the positive power of 

consequences for thought and behavior, mediated by a host of cognitive, social-pragmatic, and emotional 
mechanisms. This means speakers of different languages—who habitually use different communicative frames—
will habitually construct different situation models. As a result, we would expect them to perform differently on 
tasks in which these mental models are used to answer questions or solve problems. This is exactly what the 
linguistic relativity literature indicates. From this framing-informed perspective, cross-linguistic differences in 
cognition are the consequences of a lifetime of exposure to the communicative frames of one’s native language.

Of course, just because speakers of different languages exhibit different patterns of thought or behavior doesn’t 
mean language was the cause of them. That’s because linguistic differences are often confounded with differences 
in culture, environment, and life experience (Casasanto, 2005; Li & Gleitman, 2002). For example, speakers of 
languages that grammatically distinguish present from future events (e.g., English: “It’s raining” vs. “It’s going to 
rain”) tend to save less money than speakers of “futureless” languages that conflate the two tenses (M. K. Chen, 
2013), but this correlation disappears when accounting for historical and geographical relationships between 
languages that track shared cultural values (Roberts et al., 2015; but see Ayres et al., 2023).

In many studies, however, “extra-linguistic” factors such as these can be ruled out through experimental 
manipulations that establish a causal role for language. One approach is to have participants complete a “verbal 
interference” task that blocks their mental access to language, such as shadowing speech or mentally rehearsing 
a string of digits. Cross-linguistic differences often disappear under verbal interference, suggesting that they 
were driven by language and not some other factor (for a systematic review of verbal interference studies, see 
Nedergaard et al., 2023).

Another approach is to expose speakers of one language to a “concentrated dose” of the lexical or grammatical 
patterns of another language (e.g., Boroditsky, 2001; Casasanto, 2008; Dolscheid et al., 2013; Fausey et al., 
2010). This is essentially a framing manipulation, in which a new set of communicative frames is introduced and 
their impact is assessed. After exposure to the “new language,” participants often perform like speakers of that 
language typically do on tasks previously shown to yield a cross-linguistic difference. This suggests that language 
alone can create the difference. It also reinforces the point that habitual use of certain communicative frames—
presumably the sum of many short-term exposures—drives many linguistic relativity effects.

For some scholars, the fact that a short-term linguistic manipulation can temporarily override habitual 
thought patterns is evidence that the effects of language don’t run very deep (Gleitman & Papafragou, 2012; 
January & Kako, 2007). For framing researchers, however, short-term effects are par for the course. Most of the 
findings reviewed in this article concern the influence of language on in-the-moment decision-making, guided 
by our current (but subject-to-change) mental model of the target issue or situation. Although longer-lasting 
effects might bolster the real-world impact of framing, even temporary effects can be powerful if they result in 
important decisions or behaviors. Several recent accounts of linguistic relativity dovetail with framing research in 
emphasizing the dynamic, context-sensitive nature of human thought—and the potential for language to meddle 
with it (Athanasopoulos et al., 2015; Casasanto, 2016; Lupyan et al., 2020; Ünal & Papafragou, 2016).

Box 1.  (continued)
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emotions without slipping into extreme partisan 
rhetoric or negative doomsaying (for examples 
related to climate change communication, see 
Box 2). For example, to inspire a sense of 
urgency and concern during a health-care emer-
gency, such as when a new virus is circulating 
in the population, using negatively valenced lan-
guage (e.g., war metaphors) may be a productive 
first step—but only if you follow it with a more 
optimistic message about how to address the 
issue. Giving people hope that a problem can 
be solved is critical to getting people to engage 
and not tune out.

5.	 Generate your frame. Only at this stage should 
you draft your message frame. We recommend 
thinking about the mental model you would like 
your audience to adopt and working backward, 
assessing how different linguistic cues (e.g., 
labels, metaphors, grammatical constructions) 
might or might not help instantiate this model. 
Once again, the taxonomy in Table 3 may be use-
ful, and we have provided many other relevant 
examples throughout this article. For example, 
imagine your goal is to increase the number of 
people who participate in a regular screening for 
skin cancer. The mental model you’d like to com-
municate is that more and more people are get-
ting this screening because it can help detect the 
disease when it is still very treatable. Working 
backward, then, you could combine dynamic 
norm framing with goal (loss) framing, generating 
a message such as “Recent research has shown 
that, in the last 5 years, 30% of Americans have 
now started to get screened for skin cancer every 
year. If you do not engage in regular screenings, 
you will have a decreased chance of finding skin 
cancer in the early, more treatable stage of the 
disease. Talk to your dermatologist today!”

6.	 Provide opportunities for action. The effects of a 
message frame will likely be short-lived, quickly 
overshadowed by the passage of time and other 
conflicting messages. We recommend providing 
an opportunity for action as quickly as possible 
(cf. Lakoff, 2010). This can be small, such as 
acquiring a signature or email address, or it can 
be larger, such as securing a donation or purchase 
right away. Engaging a behavioral commitment 
early on makes it more likely that the impact of 
your message will make a difference. Following 
up on the example provided in the previous step, 
for example, you could partner with a mobile 
clinic that offers free or low-cost skin-cancer 
screenings and meets people where they are. As 
soon as your target audience is exposed to the 

message frame, you could invite them to get 
screened at their earliest convenience.

7.	 Test your message. After reading through this 
article, you have hopefully improved your intu-
itions for which message frames are likely to be 
effective. That’s great, but intuitions are only a 
starting point. Just because several studies have 
found that a particular framing device is effective 
in one domain, with one group of people, does 
not mean it will work in another domain, with 
another group of people. Many framing effects 
are subtle and context-dependent. We recom-
mend, therefore, that you use some of the meth-
odological techniques we have described to test, 
evaluate, and improve your messages. Many 
researchers, companies, advertisers, and political 
campaigns do just that. For example, a recent 
study examined the impact of different explana-
tory metaphors in vaccine communication and 
compared them to briefer, more “literal” explana-
tions (Flusberg et  al., 2024). The two types of 
explanations improved vaccine attitudes to a 
similar degree. However, metaphorical explana-
tions led people to generate more elaborate 
explanations of their own, suggesting they have 
an advantage in facilitating further social com-
munication about this issue.

8.	 Be open to reframing. We also recommend that 
you remain flexible and are willing to change 
and update your message frames over time as 
circumstances change. Although repetition can 
increase the saliency of a message, people may 
come to resist popular framings. For example, 
using a violent battle metaphor may be a good 
first step to attract attention and impart a sense 
of urgency for an issue such as a pandemic, but 
the effects of such language could backfire over 
time as the audience realizes there is no way to 
truly “win” the war (Flusberg et  al., 2018). A 
more apt metaphor in this case might be fire-
fighting, in which a contagion is likened to a fire 
spreading in a forest, and the more tractable goal 
is to control and reduce the spread rather than 
“kill” the entire fire (Semino, 2021).

9.	 Temper your expectations. Language is powerful, 
but it’s not a magic bullet. Study after study (and 
meta-analysis after meta-analysis) shows that 
framing effects are relatively small, so changing 
your message frame will likely have only a mod-
est impact on your audience (O’Keefe & Hoeken, 
2021). Of course, if a message spreads through 
a large enough population, even marginal returns 
could yield a significant real-world impact. But 
most of us don’t have that reach. Real, 
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Box 2.  Framing in Environmental Communication

Anthropogenic climate change poses an existential threat to humanity. Even if you are skeptical of such claims, 
you probably appreciate clean air and water and a healthy natural environment. Scientists, activists, and political 
leaders have deployed a wide range of messaging strategies to advance several interrelated, proenvironmental 
goals. Some messages are used to drum up support for new policies, programs, or regulations (attitude change). 
Others are aimed at increasing public understanding of complex ideas, such as why excess carbon emissions 
cause global warming (belief change). And still others are used to elicit donations to environmental causes or 
votes for proenvironmental candidates (behavior change). Researchers in this space have tested the efficacy of 
many of the framing techniques we described in the “A Taxonomy of Framing Devices” section.

Homar and Cvelbar (2021) provided a systematic review of valence framing effects on environmental decision-
making. On the whole, negative/loss frames were found to be more effective than positive/gain frames for 
increasing proenvironmental intentions and behaviors. The authors recommend that environmentally relevant 
decisions be framed in terms of a potential loss or negative consequence that must be prevented. Gain framing 
can be effective in some contexts, but mostly for improving attitudes toward an issue rather than eliciting 
behavior change.

Metaphor framing is pervasive in environmental messaging, from the “war” on coal and the “race” to net-zero 
emissions to carbon “footprints” and “greenhouse” gases. Flusberg and Thibodeau (2023) recently conducted 
a broad assessment of the literature on English metaphors in environmental discourse, highlighting several 
promising message frames. For example, (a) describing the earth as our “common home” may help people 
feel more connected to nature, which has been shown to increase proenvironmental attitudes (see Thibodeau, 
Frantz, & Berretta, 2017); (b) explaining how the atmosphere functions as a “giant bathtub” can help people 
understand why carbon emissions continue to accumulate and drive global warming (see Guy et al., 2013); and 
(c) war metaphors can enhance the sense of urgency and risk surrounding climate change and increase intentions 
to behave in ways that would mitigate those risks (see Flusberg et al., 2017). However, there have not been 
many large, replicable studies of metaphor framing in environmental messaging, so much of this work remains 
speculative.

One compelling idea is that people struggle to engage with the issue of climate change because it seems 
so psychologically distant (Van Lange & Huckelba, 2021). It can feel like an abstract problem that affects other 
people who live far away and will only affect us in the distant future. This suggests that psychological distance 
framing may be effective if it can be used to make climate change feel more proximal and concrete. The 
research on this topic is promising but mixed. A recent large-scale study conducted in more than 60 countries 
found that framing climate change as psychologically close increased belief in climate change more than any 
other intervention, but the magnitude of this effect was modest (Vlasceanu et al., 2024). And neither this nor any 
of 10 other expert-backed interventions increased people’s motivation to engage in effortful climate-mitigation 
behaviors such as tree planting. Another set of experiments found that narrative stories about climate change 
were more effective than informational texts for eliciting proenvironmental behaviors (Morris et al., 2019). This 
was due to the fact that the narratives were more emotionally engaging. However, communicating statistics 
about the scientific consensus on climate change can also increase belief in climate change and support for 
environmental policies (van der Linden, 2021). Other studies that have directly manipulated the perceived 
psychological distance of climate change have yielded inconsistent results, suggesting that moderators and other 
contextual factors are relevant for this type of messaging (Maiella et al., 2020; Yang et al., 2021). For example, 
greater psychological closeness may increase the impact of a loss-framed environmental message, whereas greater 
psychological distance may increase the impact of a gain-framed message (Homar & Cvelbar, 2021).

Research on lexical framing and moral reframing highlights the importance of individual differences in 
environmental communication. Studies suggest that people who are more ideologically conservative, culturally 
individualistic, and supportive of free-market principles are more skeptical of climate change and resistant to 
standard environmental messaging (Hornsey & Fielding, 2020). Therefore, messages that appeal to these values 
should be more effective. In one experiment, American participants had to choose which of two products they 
would purchase (e.g., airline flights; Hardisty et al., 2010). The products were identical, but one was slightly more 
expensive so that the extra profits could be used to fund carbon-reduction programs. The extra cost was labeled 
either a carbon “tax” or a carbon “offset.” Republican and Independent participants were significantly more likely 
to choose the pricier product when it was labeled an “offset” rather than a “tax,” presumably because they are 
ideologically opposed to new taxes. Many other experiments have shown that invoking conservative values such

(continued)
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long-lasting change in attitudes, beliefs, and 
behavior will take more than a single slogan, 
article, advertisement, or conversation. Investing 
in deeper structural changes will be the only way 
to address complex issues such as health-care 
policy, climate change, and social inequality.

Conclusions: Language in the Public 
Interest

Language is the fuel that powers social and political 
life. It’s through language that coalitions and move-
ments are formed and reformed, new policies and ideas 
are generated and spread, and leaders inspire hope, 
excitement, and fear. As a result, it’s in the public’s 
interest to better understand how and why language 
shapes the way we think, feel, and act—how commu-
nicative frames can shape and restructure our mental 
models of the world. We began this article with a medi-
tation on speculative fiction, in which language is often 
presented as an irresistible force that undermines our 
free will. There is a kernel of truth to this idea: Linguistic 
messages can trigger a cascade of cognitive and 

emotional reactions that influence our behavior. A 
deeper understanding of the psychology of framing can 
enhance not only our communication skills and ability 
to navigate our linguistic environments but also our 
prospects for getting things done. The research we have 
reviewed serves as a reminder to be mindful of both 
the words and phrases we use ourselves and the ones 
that grab our attention or generate a strong emotional 
response. We don’t like to be cynical about people’s 
intentions, but we think it’s wise to consider the goals 
and incentives behind the loud voices that intrude on 
daily life in the media, in the public square, and online, 
including sometimes our own.

But remember that Newspeak is science fiction, not 
fact. Language is powerful, but it doesn’t transform us 
into mindless marionettes. Most framing effects are a 
sensible response to the information that is communi-
cated by a linguistic message, and most are quite mod-
est in size. We always have the power to take control 
of the narrative, so to speak. We can seek out alterna-
tive opinions and arguments, reframe issues and events 
to ourselves and to others, and engage in careful reflec-
tion and thoughtful dialogue to develop a richer 

as loyalty, patriotism, and purity can enhance proenvironmental attitudes and behavior among conservative 
participants (e.g., Feinberg & Willer, 2013; Feygina et al., 2010; Hurst & Stern, 2020; Kidwell et al., 2013; Wolsko 
et al., 2016).

There are several additional factors to consider in environmental messaging. First, emotions play a critical 
but nuanced role. Negative feelings, including a sense of urgency, fear, and concern about the future, are 
especially motivating. But too much negativity is counterproductive. Dire messaging about climate change has 
been shown to backfire, reducing belief in global warming by threatening people’s sense that the world is a just 
place (Feinberg & Willer, 2011). Strong negative emotions can also undermine feelings of efficacy and promote 
the sense that nothing can be done to address environmental devastation. Therefore, positive feelings, such as 
a sense of hope, are important (Geiger et al., 2023; Nabi et al., 2018), although too much optimism can make 
the potential impact of climate change on our own lives seem insubstantial (Hornsey & Fielding, 2016). Taken 
together, this work suggests that environmental messages should be carefully crafted to elicit the right balance of 
emotional response.

Second, messages may be more effective if they target certain dimensions of climate change over others. A 
meta-analysis by Li and Su (2018) found that message frames were largely ineffective when they focused on 
geographical identity or public health but had small-to-medium-sized effects on engagement when they focused 
on the moral, economic, and environmental aspects of climate change. It may therefore be a good idea to 
emphasize these dimensions in climate communication.

Finally, environmental issues are enormously complex and require massive, cooperative, and systemic 
solutions. Leveraging the power of social norms to encourage behavior change is one promising avenue to 
pursue (Constantino et al., 2022), and dynamic norm framing may be helpful in this regard (Loschelder et al., 
2019; Sparkman & Walton, 2017). However, such interventions are “no panacea” (Constantino et al., 2022). 
Message framing effects are typically small and transient. To maximize their impact, they must be coupled with 
immediate opportunities for action and embedded within broader social and political movements aimed at 
enacting meaningful structural changes across the globe (Constantino et al., 2022; Flusberg & Thibodeau, 2023; 
Lakoff, 2010).

Box 2.  (continued)
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understanding of the world around us. What’s more, 
we can leverage these insights to promote positive 
policy reforms, environmental and health-care initia-
tives, and other vital causes in the public interest.
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Notes

1. Cognitive scientist David Rumelhart used a different metaphor 
to make a similar point (as cited in Elman, 2009): “My approach 
suggests that comprehension, like perception, should be likened 
to [a] paleontologist, who uses his beliefs and knowledge about 
dinosaurs in conjunction with the clues provided by the bone 
fragments available to construct a full-fledged model of the origi-
nal. In this case the words spoken and the actions taken by the 
speaker are likened to the clues of the paleontologist, and the 
dinosaur, to the meaning conveyed through these clues” (p. 548).
2. One consequence of needing prior knowledge to “decode” 
language is that stories are difficult to understand if we can’t 
activate the right frames. Words are more abstract than many 
people presume (Lupyan & Winter, 2018), so the same words 
mean different things in different contexts. Without the proper 
frame in mind, generating a coherent situation model may be 
impossible. For example, consider the following description: 

The procedure is actually quite simple. First you arrange 
things into different groups depending on their makeup. 
Of course, one pile may be sufficient depending on how 
much there is to do. If you have to go somewhere else 
due to lack of facilities, that is the next step; otherwise you 
are pretty well set. It is better to do too few things at once 
than too many. Remember mistakes can be expensive. At 
first the whole procedure will seem quite complicated. 
Soon, however, it will become just another fact of life. It 
is difficult to foresee any end to the necessity for this task 
in the immediate future, but then one never knows.

If you’re anything like us—or the participants in the origi-
nal experiment that used this vignette (Bransford & Johnson, 
1972)—you are probably struggling to make heads or tails of 
this paragraph. This is the case even though you are familiar 
with all of the individual words. Things would be different if 
we had provided a title that evoked the proper frame, such 
as “How to do laundry.” If you reread the paragraph with this 
frame in mind, you should be able to generate a coherent situ-
ation model with the meaning of each word falling into place. 
The laundry frame is metacommunicative, to use Bateson’s 
(1972/1987) term: it tells you how to interpret the rest of the 
message so you can successfully decode what, for example, 
“things” and “facilities” mean in this context.
3. That said, moral reframing may also rely on schematic restruc-
turing because the audience is led to view the target issue in 

a new way, through the lens of a moral value they hold dear.
4. Our moods, feelings, and emotions vary along two dimensions 
that comprise what psychologists call “core affect”: valence, or 
the degree of positivity or negativity, and arousal, or the degree 
of intensity (Russell, 2003). Most researchers who discuss affect 
in the context of framing and persuasive messaging focus on the 
valence dimension (e.g., Slovic et al., 2007), but it’s likely that 
arousal plays a role as well (e.g., Flusberg et al., 2018).
5. O’Keefe (2017b) argued that people often misunderstand 
effect size estimates in message effects research. The effect 
size indicates the relative efficacy of one message frame ver-
sus another, not the absolute magnitude of a particular effect. 
This type of research typically compares two or more message 
frames to each other (e.g., narratives vs. statistics, or Metaphor 
A vs. Metaphor B). So, a small effect size does not necessarily 
mean that a message frame has little impact on its own, because 
it is rarely compared to a pretest score or baseline condition 
with no message. Rather, a small effect size indicates that a 
message frame is only slightly more impactful than the other 
message frame it is being compared to.
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